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,. The Test of English ,as a ForeignLanguage OEFL) was developed in 1963 by
e National Council on the Testing of Eng sh as a Foreign Language, which
wraS formed thinowih the cooperative Mort of over thirty organizations, public
.30 Mvatt,:ilat were concerned with testing the English proficiency of non-
; v: Ave .-..4-pe,Ikrs of the language applying for admission to institutions in the

Ztates. In 1965, Educational Testing Service (ETS) and the College
Bo`nt, 4..1'.%i3;rned joint responsibility for the program and in 1973 a cooperative
arren'gIgmi;it iC'4. the operation of the prpgram was entered into by ETS, the
College Boaro, And the Gradua.te Record Examinations (GRE) Board. The
membership of Ole College Board is composed of schools, colleges, school
systems, and educationtl a.sociations; GRE Board members are associated
with graduate educatio:-.).

ETS administers the TOEFL Pvc)gram under the general direction of a Policy
Council that was established by At is;affiliated with the sponsoring organi-
zations. Members of the Policy Ctuocii.represent the College Board and the
GRE Board and such institutions .a.fid agencies as graduate schools of
business, junior and community colleges, thenprof it edv!...,ational exchange
agencies; and agencies of the United StA4.esgovernment.

A continuing program of research related to TOEFL is carried out under the
direction of the TOEFL Research Committee. Its six mernbers include re e7
sentatives of the Policy Cciuncil; the TOEFL Committee of Examiners, and
distinguished English:AS-a-second-language specialists from the academic
community. Currently the committee meets twice yearly to review and ap-
prove proposals for test-relaied research and to set guidelines for the entire
scope of the TOEFL research program; Members of the Research Committee
serve three-year terms at the invitation, of the Policy Council; the chair of the
committee serves on the Policy Council.

Because the studies are specific to the test and the testing program, most of
the actual research is conducted by ETS staff rather than by outside re-
searchers. However, many projects require the cooperation of other institu-
tions; particularly those with programs in the teaching of English as a foreign
or second language. Representatives of such programs who are interested in
participating in or conducting TOEFL-related research are invited to contact
the TOEFL program Office. Local research may sometimes require access to
TOEFL data. In such cases, the program may provide this data following
approval by the Research Committee; All TOEFL research.projects must
undergo appropriate ETS review to ascertain that the confidentiality of data
will be protected.

"Current (1981-82) members of the ,TOEFL Research Committee include the fol.
lowing:

G. Richard Tucker (chair)
Louis A. Arena
H. Douglas Brown
Frances B. Hinofotis
Diane Larsertfreeman
David S. Sparks

Center for Applied Linguistics.
University of Delaware
University of Illinois at Urbana-Champagne
University of California at Los Angeles
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University of Maryland



A Manual for Assessing Language Growth

in Instructional Setting's

Spencer . SwintOn.

Educational Testing Service
Princeton, New Jersey

RR 81=17



Copyright © 1983 byEdudatiOnel Testing Service. All rights reserved;

Unauthorized reproduction in whole or in part is prohibited.



'Table of Contents

pa..

Acknowledgments vii

Introduction 1

Recording Data

Summarizing Data

Predicting Scores for Subgroups

'5

-7

12

Change and Regression to the Mean: An Example of the Problem -14

One Solution the Problem 15

Applying the Solution to Test Scores

Regression Using a Computer Package

.Summary

References

Glossary 1-

16

19

24

27



List or Tables

Page-

Table 1; An Example Of 'Progress Form
6

Table Means and Standard Deviations; San Francisco State

Gain Study

Table 3. Posttest Scores for Various Pretest Randes

Table 4. Average Pre- and Posttest Scores 10

Table 5; Stem-and7Leaf Plots Posttest Scores for Various

Pretest Ranges

Table 6 Pre- and Posttest Means, Returning Students 12

Table ; Total Pretest and Reliability Scores 19

Table 8. Total Scores and Gains
20

Table 9. Listening Comprehension Scores and Gains 20

Table 10; Structure and Written Expression Raw and

Corrected Gains
23

:Fable 11; Reading Comprehension and Vocabulary Raw and

Corrected GainS
23

Table 12. Listening. Comprehension RaW and Corrected Gains,:

30 Continuing Students
24



List of Figures

.Figure . Steps in Analysis

Figure 2. Changes from Pretest to Posttest (r = .5)

Figure 3. Raw Gain--less at.higher pretest scores

Figure 4 Gain from No-change Baseline-7uniform across
pretest scores

Figure 5. Gain from No-change Baseline - -greater at

higher 'pretest scores

Figure 6. ScatterplOt of Total Scores reliability

test vs. pretest, compared to raw gain baseline

Figure 7. Scatterplot of Total_Scores, posttest vs; pretest;
compared to predicted reliability test baseline

8

Page

2

15

17

18

18

21

22



Appendix A.

List of Appendices

Setting _Up the Data.

_1
Appendix B. Analyting and interpreting the Data

Appetit:14;C; Comparing IN° GrOnp8

9



AcknoWledgmetts-
-

The preparation of this manual would not have been possible without

the generous assistance and suggestions of Donald L._Alderman, Paul J.

Angelis, Louis A: Arena; Allis R, Bens, H.- Douglas Brown_i, Rosalea G.
.Courtney; Dorothy'Danielson, Frances B. Hinofotis, Vera L. Jones, Donald

Knapp, DiateLarsen7Freeman, Donald E. Powersi Allen W. Sharp, David S.

Sparks; Charles W.; Stansfieldi G. Richard Tucker, Russell Webster, and

Kenneth M. WilSon. Any errors remain the responsibility of the author.

10



,Introduction

_A number of United States colleges and universities -provide intensive
English-as -a-second -langUage (ESL) Instructionfor entering foreign
students. Generally, these programs consist of full-time English language
instruction over a period of several semesters. Students- typically

_ graduate to English-medium instruction in their chosen fields in -the same

or another institution; only after meeting, some entrance criterion score
on an English language proficiency examination; such as the TeSt-Of:
-English as a Foreign Language (TOEFL) or the Michigan Test of English'

. Language Proficiency.

This manual is_designed.to assist administrators of ESL_programs in
assessing Students' language growth._ It is a guide for conducting studies
at local institutions to predict likely progress over time of students
at different entry levels- [t also offers assistance in interpreting the
typical outcome; that is, students who.enter with low scores frequently
show greater gains than do students who enter with higher scores. Thit

last issue is linked to the classical "regression, to the mean" phenomenon,
which occurs with any test that is not perfectly reliable. We suggest a
method for assessing the amount to which lower - scoring students can be
expected to show relatively more apparent gain due to unreliability
in measurement: If the lowscorer's "edge" in your program is inthe
neighborhood of this expected -value as calculated from your students'
scores, there is-no evidence from the_scores that -the curriculum at the

more advanced level is not producing adequate rgbults. (There could, of
course, be other bases for such a change.in emphasis, but, as -shall be
demonstrated, even average raw scoregains of BO points for students Who
start with TOEFL scores of 300, versus raw gains of 30 points for students
who begin with scores of 500;s.do not necessarily mean that the curriculum
it lett effeCtive for the higher proficiency group.)

The manual begins by reviewing some of the concepts and terminology
to be used. It then goes on tO,SUggest and illustrate data -- recording
formats and methods of summarizing raw gains, This is followed by an
example based on bowling scores to illUSttate the regression effect. An

overview of a method for separating raw gain into_regressien and true gain

components follows. It concludes with a brief discussion of a method for
comparing two different groups with differing backgrounds'or curricula. A

summary of the steps in the recommended analysis is given in Figure 1..

The appendices4 give details of the data and of the steps
performing the regression analyses using SPSS (Statistical Package for_
the StienteS), a widely available statistical analysis computer
package._ If SPSS_iS not available at your computer installation, students
or staff should be able to adapt this sample to other regression programs

with, little difficulty. By _WOrking through the example and discussion
beginning on page 5, the reader shOUld understand what -these methods tan'''

do, and be in a position toldecide whether to forward the appendices -to a
staff member or student familiar with SPSS to conduct analyses of local
data; If such analyses are performed; the last few pages of this section
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Figure 1

Steps in Analysis

B4inning of Semester: -1. Administer Pretest (A)

One Week inter:

End of SeMester:

_Analysis:

41-
2. Score Pretest (A)t'

3. RetordData

4. Administer Reliability Test (B)

5. Scope Reliability Test (B)

6. Record Data

7. \Administer Posttest (C)

Score Posttest (C)

10.

Record' Data

Keypunch Data

11. Matcyl ScoreS

Estimate Baseline Equation:_ 12. Pfedict Reliability Test from Pretest

(Regression Equgtibh)

Estimate Posttest Equation:

Estimate Growth:

13. Predict Posttest from PreteSt

(Regression Equation)

14. For each pretestscorei Ai

estimatepected growth,by
.subtracting predicted reliability

test score; Bj, from predicted
posttest score; Cii obtaining

C B. rather than raw gain;

e
1 17'
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provide an overview of the interpretation of the analyses for the illus-
trative data used her The appendices themselves--A on data layout, B on
gain analyses, and C o

V
omparative growth of two groups--give more detail

for the use of individuals who perform the computer analyses.

This nl nual uses illustrative data collected from 98 ESL students at
San.FranciSIo State University. With the cooperation of faculty, members
and Allis R. Bens (director of the American Language Institute at the
university); students were pretested with TOEFL before the fail semester
began; administered a reliability test one week into the semester;
and given a posttest at the end of the semester. These institutional
TOEFL administrations were scored at ETS and the scores were returned to
the university. The analyses reported here were performed at ETS.,

i The major- impetus for the development of this manual came\from
P,?ofessor Bens's gentle but firm insistence that her internal analyses of
raw gain for varying pretest score ranges- could be made more rigorous
without becoming incomprehensible. The intent was to go beyond the
general nostrum that "some regression to the mean As inevitable," and to
find ways of estimating how much regression is to be expected fora,given
group,' .and' how much of theapparentchange may be attributed to language.
growth. Earlier versions of the manual were discussed with San_Francisco
State faculty members. The current version has been revised further on
the basis of user reaction.

When we are confronted with the two sets of numbers; such as the
pretest and posttest scores of a group of students; we must'first sum-
marize them if we wish to discern any general patterns and relationships
that maybe concealed under the blooming; buzzing confusion of their
individual jumps and wiggles._ The bestwaytb detect -and understand
underlying patterns is by summarizing_and simplifying a plot of the data:

cThe most concise way_to summarize and manipulate the data-for
tests is to reduce important features of the plot to the simple linear
equations of elementary analytic geometry.

1P

Thus; we need to develop some facility in translating from plots to
formulas and back again. Suppose we have the following.paire of pretest
and posttest scores on six students:

Student A. B C , D E F
Pretest 100 200 200 300 350 400

Posttest 180 190 .260. 350 350 420
.

-

It is customary to plot such scores on_a graph With pretest_coordinates_on
the horizontal axis and posttest coordinates on the vertical axis, so that
each student's pair of numbers determines a point on the grid. Following
is a plot of the points determined by these pairs of numbers.
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Posttest

400 420)

350
E (350; 350)
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300

250

260)
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150

100
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, 180)

(200, 190)

100 200 : 300 400 Pie-teat

Clearly, these points lie very near an "uphill" straight line passing

close to A and F. The "best-fitting" straight line for these six points

could be defined in several ways, but if we wish to predict posttest from

pretest, the best-fitting straight line is defined as the line that

minimizes the sum of the squared vertical distances of the points from the

line. If you place _a clear Straightedge over the points and line it up

by eye to come as close4at it can to have an equal number of evenly

distributed points above and below the edge, you will probably come

remarkably close to the mathematically defined "regression" line of best

fit. Trantlating this line to a mathematical equation is straightforward.

A line can be described by two constants: the slope and the intercept.

The line in the figure cuts the posttest scale at about 80; when

extended to the vertical axis; This point corresponds to- the_ theoretical

value of the posttest store when the pretest is zero. The distance that

the line cuts the vertical axis above or below the origin IS called

the intercept, and appears in the equation of the line as an additive

constant The line. it thit example can be described by the eqUatiOt

posttest = 80 ÷ .85 (pretest).

That is; for any pretest score multiply by .85; add 80; and the

corresponding vertical coordinate of the line Will result; Clearly; when

-14



the pretest score is 0, the posttest score is just 80. When the pretest

score is 400, the equation gives a posttest score of .85 x 400 + 80, or

340 + 80 = 420. The multiplicative constant, in this case .85, tells how

fast the line climi)s as we move to the right. For every additional

pretest point, this line climbs .85 points. For every hundred additional

pretest points, the posttest climbs 85 points. The multiplicative
constant is called the slope of the line. If the slope is 1, the line

climbs at a 45° angle when pretest and posttest are plotted in the

same units. If the slope is 0, the line is horizontal and there is no
relationship between pretest and posttest scores. In the kinds of rela
tionships that we will be examining, the slope is usually between 0 and

1, unless one or both tests are too easy or too difficult. In such

cases, the relationship may not be a straight line, and will not be
characterizable by a single value of slope across the range of interest.

The simple models discussed in this manual will then not apply.

We turn now to a suggested format for recording a program's data,

and for tabulating and summarizing scores manually to detect pattertS of

change.

Recording Data

_MOnitoring language growth serves several_important functions
related to the control of student flow through the program. _First; an

estimate of the likely scores at the end of the semester for students with

various entering scores helps institutions plan for enrallment in courses

at various levels in the following :semester: A discussion of approximate

Meth6dS fOr obtaining such estimates from locally derived score summaries

begins on page 7.

Second, individual students can be helped to estimate the likely

number of semesters of instruction they will need to achieve a particular

level of proficiency. It must; of-coursei_be remetbered that there is
considerable variation around any average level of performance.

A third use of score records is program evaluation. Is the sequence

becoming more or less effective over the years? Is a new textbook series

better than -the current texts for the development of structure and written

expression? Such comparisons are introduced on page 13 and discusSed

in detail in Appendix C. Does the course haye as great an impact on
intermediate English students as on beginners? This last question is

complicated by the "regression effect," and was a major impetus for the

development of this manual. The queStion is introduced on page 14 and

followed by an outlined solution on pages 15-19. A summary of the

results of applying a computer program to illustrative data begins On page

19. Details of running the computer regression package are provided'in

Appendix B.

By C011ecting_data in Ta form suitable for easy retrieval and
analySiS, and by using some of the techniques suggested in this manual,

15
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such questione may be addressed with data from your inTtUtion:. The_USe
of uniform data collection and reporting fOrmats also facilitates poolihg
of data across years; programs; and institutions. This makes it possible
to study such questions as the impact of various teaching approaches on

',students'with uncommon language backgrounds; who might not appear in
sufficiently large numbers in any one institution to make such alstudy
possible.

One useful format for record keeping is a continuous progress form;
with student identification and background inforMation_;_inetructional
history; grades; and test scores over the student's ESL -career. An

example is given in-_Table I. Four rows have been allotted to each
student; Programs that typically retain students for more semesters could
adjust the form accordingly. Space has been provided to record subscores
and totals of three institutional administrations of TOEFL each semester.
The_aetond of the threg TOEFL tetings, given one week after the pretest;
is for the purpose of establishing a baseline for growth studies; and will
be discussed in the next section. Additional columns and the reverse
of the form could be used for instructor and program information and
additional student data. It is easy to keypunch scores from such records
directly onto cards or tape; as in Appendix A.

The following paragraphs discuss ways of summarizing such data
without a computer to make it easier to calculate averages and to develop
simple graphs _that may clarify relationships between pretest and posttest.
To take_ the_diatUasion concrete;we use TOEFI?acores collected from a
group of students in one semester of at intensive ESL course.

Summarizing Data

A group of 98 students in a ful1 7time Intensive English course_at_San

Francisco State University took an institutional administration of TOEFL
as a pretest prior to; or at the beginning of; the fall semester. One

week after the beginning of the term; they took another form of the test
"(about which more later). At the end of the _,13-week semester; they were

administered a third form of TOEFL as a posttest;

The means and standard deviations of the pretest and posttest are

given in Table 2.

Table 2

Means and Standard Deviations;
San Francisco State Gain Study

Nean _Standard Deviation

Preteet' 399.77 61;57

Posttest 455.34 59.94

18



PrograM AdMiniStrators are likely to want. CO knOW if a gain of

about 56 points can be expected at all points on the TOEFL scale; if-

those with lower pretest scores are likely to grow relati'Vely more; or if

those who start with higher pretest scores'can be expected to grow

relatively more;

One way of examining this issue group posttest scores by

range of pretest score, as in Table 3. (The complete set of scores and

subscores are given in Appendix A.) The first individual's pre- and

postscores are 473 and -527; so 473 is in the pretest range 451-500; In

Table 3, 527 is enteredat (a); the firstposttest score in the_pretest

range column 451E500. The second student's scores are 357 and 403. The

pbstt-at-a-tbrei- -40-3i is thus the first-entry-at-00-tn-the-pretest-range

columns 351-400. Once the 98 posttest scores have been entered, each

Column total is divided by the number in thatoluidan to obtain the column

average. The average of the pretest scores fOt the column has also been

calCUlated from a similar table and entered at the top of each column.

Table 4 summarizes these averages.
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Table 4

Average Pre- and Posttest Scores

Pretest
Range 251-300 301-350 351-400 401-450 451=500 501-550 -551-600 601-650

Pretest
Mean 293.5. 327.8 379.5 426.2 469.5 523.5 557 613

Posttest .

Meat 385 384 441.1 478.5 511.6 570 603 583

Raw Gain 91.5 56.2 61.6 52.3 42.1 46.5 46 -30

Even discounting the highest two:"groups," which consist -of One

student each, it is apparent that students with preteit scores belOW_400

tend to gain more than 56 points, while those with pretest scores above

400 tend to gain less than 56 points. We -can see' the relationship of

pretest to posttest more clearly by. smoothing to a straight line with a

kind of shortcut graph called a stem -and -leaf plot; In this'way of

laying out_numbers, we arrange the first digits in order from the top,and

enter the_final digit in its appropriate place to represent each number:

For example, the scores 550, 543; 547;.533, 523, 527, 527 are represented

as

55 0

54 3,7

53 3

52 3,7,7

Note that since -527 appears twice, the 52 row has two 7's; one for each

occurrence of 527.

This makes it clear at a glance that the median (middle value) of

this set of data is 533 (the fourth -score from the top or bottom) and

that row 52 is the modal row (contains more observations than any rows

in the., above set of data);

Table''5 _shows the data of Table 3 recast as stem- and -leaf plots. In

the first COlott,_whichrepresents the pretest score range 2517300, the

four scores 420,, 350,_387, 383 of Table 3 are represented as 0, 0, 3, and

7 in 'posttest ro 42, 35, and 38._ The median of each column-is- desig-

nated "M." -Althoug -the-W-s-do not fall exactIy_on a_s_traight linef a

prediction Iine that_ Tesclose.to all of them has been drawn. At the

300/301 pretest 1)undar -(a) thit line is opposite a posttest score of

380, predicting an.80poin -gain. The line cuts/the 400/401 pretest
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Table 5
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boundary (b) at about 455,. consistent with the,56-point observed mean

gain. It intersecs the 500/501 pretest boundary (c) at 530, predicting

an average gain of 30 points for students with such high pretest scores.

If we follow the line up to a pretest score of 600, (d), it.predicts only

about a five-point raw gain. Thus, if we use this rough prediction line,

although the mean gain at a pretest score of 400 is about 55 points, each

additional 100 points on the pretest is thus associated with about 25

points less raw gain, or 75 additional posttest points for each 100

pretest. points. This line is said to have a "slope" of .75. The rough

graph in Table 5 shows that for a group of students with pretest TOEFL

scores of about 375, (e), the predicted posttest after one semester of

intensive instruction was 430. h dever, almost onefourth of this group

scored above 470, and about one-fourth scored 410 or legs. Average

predictionS can be guides to planning, but are far from predestination..:

Predicting Scores for Subgroups

Based on these raw gain estimates, we can predict likely posttest

scores for students with similar preteSt scores in similar programs.

With larger samples, we could begin to develop separate predittionsfor

students with specifionative;language backgraOndt and varying prior

academic experience. It is likely that 'different prediction equations

would fit Students_with comparable pretest scores from Indo7European vs.

non -Indo- European backgrounds(particularly for TOEFL subscores), and
studentswithextensive_fortalEnglishstudyintheirhome country vs.

-

those with less prior English StUdy;

TO ilJustrate comparison of two groupS, we_ make Use_of_the fact that

the present sample of 98 students contained 68 first7semester students.

and 30 returning students; whose "pretest" scores had been obtained as

' posttests at the end of the summer, about two weeks before the beginning

of the fall term. These 30 students are identified in the data of

Appendix A by a 1 in column 79 of their first data Card. One question

e
that can 'thus be addressed. by these eta is whether 'continuing students

are comparable to entering students in expected language.growth. The

means and standard deviations for the subgroup of continuing students are

given in Table 6.

Table 6

Pre- and Posttest Means, Returning Students

Mean i
Standard Deviation

409;93 48.04'

458.50 48.90

Pretest

Posttest
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The pretest mean of this subgroup is about ten points above the

overall pretest mean, and the posttest mean about three points above the

overall posttest mean. The standard deviations are about 20 percent

smaller than for the total group. Referring to the prediction line in

Table .5 we see that these mean scores lie very aose to the overall group

preciction rine. If we move about one-fifth of the way from 400 to 450,

(f), correspondingto a pretest mean of 410, we find that the prediction

line is about even with a posttest score of 460. Thus, the returning

students'javerage scores fall only slightly below the prediction line for

all students, and,,from this rough analysis, it seems reasonable to assume

that about the same relationship between pretest_ and posttest applies

acvogs-groups. In A9pendix B we will show how to develop a more precise

prediction line, using a commonly available computer package (SPSS). A

result of.that analysis is ex'licit equations for the prediction lines.

164Pendix-B we- wilt-See-that the equation for_the overall line is

PO:r,tteSt = 119.103 + ,8411(PreteSt).

That is; the predicted posttest score corresponding to a given pretest

score is .8411 :times the given pretest score plus a constant; 119.103.

Fbt a pretest score of 200i the predicted posttest score is 287..323 (see

Glossary; pae 27). .

For the returning students only (Appendix C), the equation is

PoSttett = 1.13.32 + 8413(pretest),

a line that is parallel to the overall line, and about 5.8 points lower

for a given pretest score; That more precise analysis suggests the

possibility of a "diminishing return".of about six points for continuing

students, but the small sample size (30 student's) makes this no more than

A possibility, which would_have to be confirmed over several semesters in

a particular program before it became a conclusion, '

On the basis of the graphical analysis of this section, we would

predict that a student entering thiS program with a TOEFL total of 300

would gain about 80 points_in one semester, to reach _a score of 380.

Assuming that returning students' growth is similar to that of entering

students, we would expect a gain of 60 points in the second semester, to

reach a score of 440. In the third semester, we would expect a further

gain of 45 points, to reach the score of 485. These predictions would be

considerably improved by actually following returning students over

Several semesters, and by pooling several groups in similar curricula to-

obtain A larger sample. They could be somewhat improved by following the

more precise estimation methods of Appendix B.

Now much does thig lower raw score gain for students with pretest

scores abtiVe the -mean have to do with instructional effectiveness, and

how much with fallible Measurement?. We will address this problem in the

;following section.
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Change and Regression to the Mean: An Example of the Problem

Liity_b&Agit the Alley bops League. The league average is 150:

Last month she bowled a game of 100; If we know nothing else about Lucy;

it is reasonable to assume that to some extent she was last month (a) a

below average boWler, and (b) unlucky;

This month LUcy scored 200. In the absence of any further knowledge

about Lucy it would be reasonable toassume that to some extent she is (a)

an above average bowleri. and (b) lbacy this month; To what extent are

these differences the result of changes in Liityi ability, and to what

extent are they due to luck? The question is important if we wish to

compare the_tWo-scores; If chance differences of this Site are common, we

should Conclude that she probably was and remains an average (150)_bowler,

and that there is no real' difference in the two scores; beyond_chance

variation. In the other hand,_if bowlers are usually quite consistent,

' seldom varying by more than 20 pinkfrOt one month.to the next; we.should

conclude that there has probably been a real,improvement in her bowling

ability;,, Problems in measuring.change,denter=oft the_issue of assigning

proportions of observed change to real growth and to luck; 'In.Lucy's

case, measured change is somewhere between the observed_ change of 100; if

boWling_StOres are perfectly reliable; and 0, if bowling scores have no

reliability,_ Reliability is just an indicator of the proportion of

variance attributed to two possible sources of change.' Ifhalf_the_change

was due to ability growth, and half due to luck, we say the reliability is

.5. If real ability growth represents a greater proportion of observed

change; reliability is proportionally greater;
LT

ability -and chance components.Test scores; like bowling scoreS; have
.

We;--can think of a "true" score analogous to A
,

bowling average; and ask if

it changes over time If we wish to measure ability, we would prefer that

luck played_a small role in these considerations. But we recognize -that

the particular selection of questions on the test form, -how well the

student slept and ate the previous night and morning, and perhaps even the

humidity of pollen count; add random errors to the observd score. There

is a significant chance_ component in any testperformance. This_matiS

that very low - scoring individuals are probably not really quite as low as

they appear, because part -of their IOW Store was likely due to chance; or

bad luck ("negative errori" in meadureMent terms), while very high-scoring

individuals are probably not really quite as high_aS_they appear; because

part of their high score was likely due to good luck ("positive error").

Even if no real change inanyone'd true score takes place, initial low

SC-Or-eta will tend to score higher than their original scores on the

posttest,-and initial high_scorers wiIltend to score lower_on the

'posttest simply becaUSe random chance factors over the two times of

measurement will tend -to- cancel out, making it less likely that the same

person will be equally lucky twice in a row;

Figure 2 shows the predicted pattern when no real gain takes place

(the posttest mean; -like the pretest mean, is 2) but; as is.aiways the

case, measurement contains errors. ,,"

25



Figtit 2

Changes from Pretest to Posttest =

4

3

-o

Pretest

The range of the hypothetical pretest in Figure 2 is 0-4, but of the

predicted posttest; only 1 -3. The "missing": variance in the posttest it

chance .variance;:which cannot be predicted. The observed scores on the

posttest will probably still range from 0 to 4; but some who initially

scored 1 will score 0 on the posttest; most will score l'or 2i,and some 3

or 4, giving an average of 1.5 instead of 1; while some who initially
score 3 will score 0 or 1 on the Aposttost; most will score 2 or3i and

some 4; giving an average Of 2.5 instead of 3. All posttest scores will

shrink toward the average: posttest score Of 2.

Given this situation; the uncritical observer may ignore the chance.

variance and look at raw gains. If chance variance were 0; thig .would be

appropriate; However; in the presence of error; raw gain -is MiSleading.
According to Figure 1; those with initial scores of 4 "lose" 1. ThiS

interpretation-- it wrong unless the test is perfectly reliable on both

occasions,__ If reliability is less than perfect; such shrinking or

"regression" toward the mean posttest Kora must happen on the average;

even when. no real change occurs.

One Solution to the Problem

How do we estimate true change to-deterMine if programs are having

uniform effects for students of .differing entering abilitiesi_or_to
Tdeteroine the relative efficacy of different programs at different ability

levels? =

:

One approadh is to sstitate,ihe.reliability,cf the test in the groui,

being studied; use thiS to preditt"the expected, final, score for each

pretest score under the assumption that no7real change has taken place;

and call only observed discrepancie6 from this predicted score "change."
Applying this approach to the situation in Figure 2, we Would say -that a

student with an initial score of 0 and a final score of 1 had shown no

teal grokth, since he had merely kept up with the pre-post difference to
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be,ekpected for a below-average
score on a test of this relia-

bility; On the other hand, a studdht with an initial score of 4 and a

final score of A would be credited with a 1 -point gain; since she had held

her OWn 'against a pre-dieted loss or "re-g.4ssion" of I point for this

above=aVerage pretest score. To illustraed the amount of change td_be

attributed to real gain rather than to regresaion, consider Lucy and het

bowling scores once more.

If Lucy had bowled a 200 game immediately following her 100 game,

with no time tor intervening practice, we would be more inclined to

conclude tht her scores were highly variable, like those of the student

who moved from 0 to 1 because of measurement error, and lesa inclined to

attribute her 200 score in the following month to real improvement. On

the other hand, if she had immediately followed her score of 100 with

scores of 105 and 95, we would be more inclined to see her scores as quite

consistent estimates of her true atiility, with only a small component of

chance variation, and be-thus more likely to view a score of 200 one month

later as reflecting true gain,-with a Similarly small
component of chance

variation.

Applying -the Solution to Test Scores

We can apply this approach directly to the problem-of measuring

change in test scores. By folloWing the administration of the pretest

almost immediately with another test that we shall call a "reliability"

test- -given so soon (within about a week) after the pretest that little

true change has had time to occur--we can estimate the change in observed

cores likely to take place simply because of-measurement error and test

familiarization effecta.' For each pretest score, the average estimated'

score, or "regression line," on the reliability test forms a "no-change"

baseline. Chnges measured from this baseline, rather than "raw gain"

measured from pretest scores themselves, give a more realistic picture of

true gain,*by taking measurement error and practice effects into account.

Imagine a group of students with a TOEFL pretest average score of

400. Suppose that at the e04 of a Semester of intensive ESL instruction,

the group average climbs to 450. _If we looked at the group that scored

around 300 at the pretest, we might find that their posttest mean was 370.

The students who scored around'500at preteat, on the other hand, might

have moved to an'average of 530. It would appear that those with a low

pretest gain 70 points and those with a high pretest gain only 30 points;

The straight line regression equation (Figure 3) that fits these

results is posttest = 130 plus .8(pretest).

That is, 370 = 130 + .8(300)

(450 = 130 + .8(400)

530 = 130 + .8(500).
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Here 130 is the "intercept" or predicted value At the posttest for a
hypothetical pretest score of 0, and .8 is the "slope." With a slope, of

.8, the_ predicted posttest score. goes up eight points for every additional

ten pretest points. In the presence of measurement error and parallel

tests, it _is_ unusual for the slope to be as great as 1.0, unless the

variance of the posttest is much larger than the variance of the pretest.

A slope greater than 1.0 can occur, however, if gains are positively
correlated with pretest; that is, if those who start with higher scores

really gain much more than do thoSe with lower scores. In such cases; any

regression to the mean would be counteracted by the large increase in

posttest-variance. If pretest and posttest variances are about the same,
however, the slope will usually range from .65 to .95. In such more usual

cases as this example, with slope = .8, even with equal growth across the

score range, students with scores below 400 would be pushed toward the

mean by unreliability, and students with pretest scores above 400 would be

pushed down toward the mean.

If a reliability test adtinisteted_imdediately after the pretest were

to yield a parallel baseline (same Slope as_posttest), e.g.: test(B) =

90 + .8(pretest) (Figure 4), the no-change baseline for students with a

pretest score of 300 would be 330 and for those with a pretest score of

147
500, 490. The estimated true in from 330 to 370 and from 490 to

530 points, respectively, would t be a uniform 40 points at_both points

in the score range,.. even though raw gain appears greater for lower scores

(Figure 3).

If the predittion equation for the no-change baseline had been found

instead to have a flatter SlOpe,._Suth as .75,' e.g.: test(B) = 100 +

.75(pretest), the predicted baseline-- score_ for a pretest score of 300

would then become 100 + .75(300) =__325. Fora pretest score of 500;

the baseline would be 100'+ .75(500) = 475._ The- posttest gain from the

baseline for a pretest score of 300 would be 370 - 325 45, and fora

pretest score of 500; 530 - 475 = 55. Ifi thiS case, even though raw gain

WAS leSS at higher scores; corrected gain would be slightly greater at

higher scores (Figure 5);

Figure 3

Raw Gain - Iess at higher pretest scores

AB: Posttest = 130 + .8 x (pretest)

CD: Baseline = pretest

530-

500-

450=

400=

350-

3007

300 400 500
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Figure 4

Gain from No- Change Baseline - uniform across pretest scores

AB: Posttest = 130 .8 x (pretest)

BF': Baseline,= reliability test prediction line =

90 + .8 x (pretest)

-/
C

Figure 5

Gain from No-Change BaSeline - greater at higher pretest scores

41

AB: Posttest = 130 + .8 x (pretest)

GH: Test(2) = 100 + .75 x (pretest)
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We can perform these gain _regression analyses graphically; by com-

paring posttest scores with baseline scores predicted on a plot like that

of Table 5. However, with the wide availability of computer facilities,

and of students and staff experienced in using statistical analysis

packages; the use of a computer regression analysis program is suggested;

In the following pages, we summarize the results of a computer analysis

applying the above solution of estimating change from a reliability test

baseline to the data from our sample of students. Details of instructing

the computer to yerform these analyses, and of the resulting output, are

in Appendix B.

Regression Using a Computer Package

Appendix B gives the details of a regression analysis for the total'

TOEFL score and for each of the three TOEFL stibaberet:__Liatening Compre-
henaien,_StrtatureandWritten Expression, and Reading Comprehension

and VodabUlaty. The Statistical Package for the Social Sciences is

used for illUStrative purposes;but other packages.(e.g., SAS, BMD, or

Data Text) or locally available linear regression programs would serve as

weIL Stair at your computer facility can tell you which program is most

economical for your- data and analysis needs.

The results of the sample regression analyses are summarized and

briefly interpreted in this section.

-
EaCh of -the analyses is -based on three tests: pretest A, given at or

before the_beginning of the semester; reliability test B, given one week

after the beginning- of the. semester, and posttest C, given at the end

of the semester. The purpose of the reliability test was to establiah_a

no-change baseline, making it possible to estimate the apparent "growth"

to be expected from measurement error and test familiarization or practice

effects This baseline was established by relating test B to pretest A,

to determine an average predictiOn line. At posttest C,student growth

was assessed by comparing a student's test C score with his or her pre-

dicted test B score (',as predicted from pretest A)i_tathet than with the

Original pretest Ascnre; Changes from A 'to preditted B scores were

assumed to result -from factors other than instruction, and were thus

discounted in estimating gains due to instruction. Regression equations

are based an means, rather than medians; ThuS, the few high scores in

Table 3 have more influence for those estimates than was the case in the

graphical approximation.

For the total scores, the reliability test B showed the

following predicted scores for various pretest A scores.

Table 7

Total Pretest and Reliability Scorea

Reliabity Teat B 323: 371.5 419.9 468.4 516.8 565.3 613.7

Pretest A 300) 350 400 450 500 550 600

30
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Thus,-with no real change, lowest-scoring students would appear

gain 23 points and highest- scoring students, only about 14 points.

This differential is in the direction discussed previously, but it

is not a large discrepancy: Indeed, when we look at posttest scores

(Table 8), we find the corrected gain on total scores remains larger for

students with lower pretest scores.

Table 8

Total Scores and Gains

Posttest C 371.4 413.5 455.5 497.6 539.6 581.7 623.7

Reliability Test i 323 371.5 419.9 468.4 516.8 565.3 613.7

Pretest A 300 350 400 450 500 550 600

Raw Gain C A 71.4 63.5 55.5 47.6 39.6 31.7 23.7

Corrected Gain 48.4 42 35.6 29.2 22.8 16.4 10.0

Even after correcting for test reliability, a student with a pretest score

of 300 is estimated to gain over 50 more than a student with a pretest

score of 400. The graphs of these relationships are given in Figures 6

and 7.

However, examination of the subtest scores reveals_that most of this

differential growth is concentrated in one TOEFL subtest, Listening

Comprehension, SUbteSt 1. Table 9 gives predicted Cl and B1 scores for

various Al scores:

Table 9

Listening Comprehension Scores and Gains

Posttest C 41.7 44.9 '48.2 51.4 54.7 57.9 61.2

Reliability Test B 34.4 38.3 42.2 ,46.2 50.1 54.0 57.9

Pretest A' 30 35 40 45 50 55 60

Raw Gain C A 11.7 9.9 8.2 6.4 4.7 2.;9 1.2

- A
Corrected Gain C B 7.3 6.6 6.0 5.3 4.6 3.9 3.3

31
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The corrected Listening Comprehension gains are thus seen to follow a

pattern similar to that of the TOEFL total scores, with lower-proficiency

students registering considerably larger gains than those achieved by

students with higher pretest scores.

Table 10 gives the pattern for subtest 2; Structure and Written

Expression.

Table 10

Structure and Written Expression Raw and Corrected Gaiha

Posttest C 36.8 40.5 44.2 47.9 51.7 55.4 59.1

'

'iReliability Test 34.2 38.0 41.8 45.7 49.5 53.3 57.1

Pretest A 30 35 40 45 50 55 60

...

Raw Gain C -'s A 6.8 5.5 4.2 2.9 1.7 0.1

Corrected Gain C 2.4 2.5 2.4 2.2 2.2 2.1 2.0

Althhugh the raw gain is dramatically less for students with high

pretest scores, even becoMing negative for a pretest:score of 60; the

corrected gain is seen to be nearly uniform across the score range of

the Structure and Written Expression subtest. This subtest does not

contribute materially to the lessened gain for students with high pretest

noted for the total'TOEFL scoresi

Table 11 give's taWand corrected gains for subtest 3; Reading Compre-

hension and Vocabulary

Table 11

Reading Comprehension 'and Vocabulary Raw and Corrected. Gains

Posttest C 35.9 40.4 44.8 49.3 53.7 58.2 62.6

Reliability iii. 32.8 37.5 42.2 46.9 51.6 56.3 61.0

Pretest A 30 35 40 45 50 55 60

Raw Gain C. - A

Corfected Gain .0 - B

5.9

3.1

5.4

2.9

4.8

2.6

4.3

2.4

3.7

2.1

3.2

1.9

2.6

1.6

6
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Although higher proficiency students gain slightly less on this
subtesti corrected gains across the middle range of scores -are again
reasonably Uniform. The Reading Comprehengion_and.Vocabulary subtest thus
does not contribute strongly to the diminishing growth found for higher-
proficiency students with the TOEFL tnial scores. We can conclude that
the observed pattern in the TOEFL total scores stems primarily from the
lower growth for intermediate and higher level students observed in the
Listening Comprehension subtest scores; It may be_that new students'
growth in comprehension_Of the English phonological- system is quite rapid,
but,-after_this is achieved, that further growth in Listening Comprehen-
sion depends on the same factors that influence Structure and Vocabulary.

This interpretation is supported by the Listening Comprehension
results for the 30 returning students presented in APpendix C. Listening
Comprehensibn posttest scores for this subgroup are given in Table 12.

Table 12

Listening Comprehension Raw and Corrected Gains
30 Continuing Students

Posttest C 37.4 41.4 45.4 49.4
.

53.4 57.4 61.3

,*
Reliability Test B 34.4 38.3 42.2 46.1 50.1 54.0 57.9

Pretest A 30 35 40 45 50 55 60

Raw Gain C - A 7.4 6.4 5.4 4.4 3.4 2.4 1.3'

Corrected Gain C - B 3.0 3.1 3.2 3.3 3.3 3.4 3.4

*Based on total group data equation

Growth is almost perfectly uniform across the scale. for this groUp.
It appears that if; after a semester of familiarization with spoken
English, a student; who still has a low Listening Comprehension score is
not likely to exhibit the rapid growth shown by newly entering students.

Summary

Because of measurement error, raw gain scores (i.e., simple differ-
ences of posttest and pretest scores) tend to overestimate real growth for
initially low scoring students and to underestimate gain forinitielly
high-scoring students. By following a pretest with a reliability
administration, it is possible to estimate the probable apparent change
due' to unreliability and practice effects, and to discount these in
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- estimating gain due to instruction. The technique requires that we fit a
prediction line to the test B (reliability test) scores corresponding to
eachipretest score; and consider change dee_to_instruction at posttest to
be measured by deviations from this predittiotolit8, rather than from
pretest or reliability test observed score. For example, a given student

night score 300 on the pretest (test A) and 330 on test B. If the regres-
sion equation relating all test B to test A scores were found to be'test B

= 100 1- .8(tes.t A); the student's expected score on test_Ci_assuming no
further change, would be the test B prediction: 100 + .8(300) = 340. If

the actual test C score were 400, we would' estimate gain as 400 - 340 = 60
points; rather than the raw te-gt-C7=--testA gain of 100.

1'
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Glossary

An- alysis of covariance- -the method used to determine the shared variation
of two or more related variables; For example; a pretest is used as a

covariite to, predict a_posttest; Then standard analysis of _variance is

used to estimate the effeCt of atreattent on the residual Variation in

posttest scores; not accounted for by the pretest.

Averagethe sum Df the mksures; items; scoresi-etc-.; divided by their

number or frequency.

Chance Aqmiatton--the variation that one would expect from the scores of

equivalent forts given close in time without instruction or mistakes.

Correlationthe amount of similarity in degree and direction between two

sets or ranks of variables; a meature of the degree to which knowledge of

one set allOws as to predict the other bet.

equivalent forms= -two or more forms of a test that are so similar they can

be used interchangeably and yet are not identical; tika. or more test forms

yieldotabott the -same mean and yariabilitY of scores; and whOte-itett:
are'similar With respect to types difficulty; distribution of item -test
correlations, and representative coverage of content.

_

Mean (aVerage)-7the gut of the measures,:items; scores; etc.; diVided by

their-number or freqUenty.

Measurement error (standard error- --the deviation from the true score that

isdOe to chance variation, For a given observed score, the specific
value of the measurement error is unknown; but the average error of a get

of scores describes their precision.

Median- -the middle 6tore in a distribution or set of ranked scores; -the

point (score) that divides the group into two equal parts; the 50th

percentile; a measure of central tendency.

Mode--the score or value that occurs most frequently-In a distribution; a

Measure of central tendency.

Posttest--a test given at the conclusion of an educational project or
treatment to determine posttreatment status of.the examinee or group in

regardto some skill; aptitude; or achievement. 6

Pretest --a test -given to_determine the status of the examinee or group in

regard:to some Skill; aptitude, or achievement; as a basis for judging the
effectiveness of subseqUeii treatthedt.

Probability- -if ;there is a known number; p, of possible_otturentes of an

event and q possible nonoccurences; and if each -of -the total, p + q,

possible outcomes is equally likely; then the-Probability of the event is

_EL
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Regression effect or regression to the mean--tendency,of a predicted score

to be nearer_to the mean of its distribution than the score from whichit

is _Predicted, is to its mean. Because of the effecta of regression,

students making extremely high or extremely low scores on a test tend to

make -less extreme scores; i.e., closartothe mean; on a second admin-

istration of' the same test or on some predicted measure. In general, the

greater the errors of;measurement and-prediction; the more pronounced

,is the regression effect For example; the heights of parents.and of

their children are related; but one cannot b'e.perfettly predicted from the

other. If we select the ten tallest individuala in the vorld; it is

extremely likely that their average height exceeds the average height of

their parents, bUt it is also extremely likely thactbeir AVerage.height

will exceed the average mature height of'their children. THIS will be

true even if the average height of'the entire Population is increasing

slightly from one generationto the next.

Regtess-kom_Utme)--if two paired lisS of tin:Misers, say pretest scores'and

posttest scores, are plotted in two dimensions, say pretest hbrizontally

and ,posttest verticallyi-then there is exactly one atraight,linethat can

be drawn through the plot so that it passes clbsegt_tb the meansorall

those sets Of'peatteat scores that correspond to each pretest score. OIL

the averagei-for all pretest scores, this is the best straight-line fit to

the observed posttest !cores.

Rs-LiAlbility--the extent to which a test is consistent in measuring

Whatever' it does measure; dependability,,stability, trustworthiness,

relative freedom' from errors of measurement.

Slope- -the steepness of ascent of a straight -line gilaphi. If the line is

described by_the equation Y = mX +, ci whereY represents the vertical

axis, the value of Y will increase m units for each unit increase in X;

and m is the slope. For example,,if Y = 0.5X + 100, and X increases from

200 to 300, Y will increase half as much; from 200 to 250.

Standard deviation -a measure of -the variability of dispersion of a

distribution of scores. The more the scores cluateraround the mean,/the

smaller the standard deviation. For a normal distribution; aboutftwo-

thirds:It6Z.3 percent) of the scores are within the range from ong/8.121.

below the teat to one S.D. above the mean.

True scort7-A score entirely free of error"hencei a hypothetical value

that can never belobtained'by testing;, which always involves some measure- ,
pent error. A "true" score may be thought ofzas the averagescore-frOM an

infinite number of measurements from the same or- exactly equivalent

tests; assuming no practice effect or change- in the individu41:during the

testings.

Variance - -a measure of variability equal to the square of the standard

deviation; the average of the squared deviations from the mean. The

variance of the sum of independent random variables is the sum of their

variances,. This makea the measure useful in theory. For practical

purposes, the percent of'the standard deviation explained may be more

meaningful than is the percent of variance explained.
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Appendix A

-Setting Up the Data

'Three scores will be available for each test being analyzed (we "will
discuss missing data, later). If these scores have been entered in a
cumulative record form; such as that illustrated in Table 1 of the text,'a
single card can be punched for each student. This card will contain the
.student ID.number, piogram cods; and, peetestf, reliability test, and
'posttest scores in a fixed set Of columns. Additional information, such

as native language number of. years of English study, or teacher ratings
may algo be

.

included for further analyses.

If the scores have not been copied. onto a common record form,rbut are

on separate lists, it is often easier toopundh up, one card for each
testing occasion, with student ID number, score for a given test in the
same column on each carA, and a test occasion number (1 = pretest, 2

reliability test, 3 = posttest) in column 80. Additional variables need

be punched only on card one. The three resulting Pecks of cards may then
be stacked in orderyith deck one on top, and run through a card sorter
once for each column of the student ID number, starting with the right-

.

most identification digit. The resulting merged `deck will have cards in
order within student ID's in numerical order. Listing this deck makes it
easy to spot breaks in the 1, 2, 3 sequence and to pull out cards for

students who missed one or more testings. In our example, student ID's
(numbers ranging from 001 to 111) are punched in the first three columns
of each card. Column 4 is left blank, and the three TOEFL subscores and
TOEFL total are punched sequentially on a separate card for each of the
thiee tests. Listening subscores are in columns 5 and 6, Structure and
Written Expression in colunins 7 and 8, Reading Comprehension in 9 and 10,
and TOEFL total scores in411 through 13; Column 80 contains the testing
occasion, and, because some students were pretested on an' earlier date
than others, column 79 identifies such students with anumeral 1. The

cards were sorted and incomplete sets removed. This resulted in complete

data for 98 students. A listing_of the control and data cards is given in

Table A-1. The explanation of the control cards, stich as variable list
input 'format and,scgttergram, is given in Appendix B.

'sr



Table A-1

RUN NAME LANGUAGE GAIN ANALYSIS
VARIABLE LIST AI,A2,A3VATOT,BIi82;83iBTOT,C1,C2,C3,CTOT
INPUT MEDIUM CARD
INPUT FORMAT FIXED(4Xi3F2.0,1F3.014X,3F2.0,1F3.014X,3F2;0,1F3,0)
N OF CASES 98
PEARSON CORR Al JO CTOI
OPTIONS 5

STATISTICS 1

READ INPUT DATA
001 54444447'3
001 575447527

2

001 555053527
3

002 423431357
1

002 464137413
002 505536403'

3

003 433232357 4

003 423831370
2

003 504133413
3

004 484646467
004 484947480

2

004 525248507
3

006 513733403
006 524542463

2

006 584043470
3

050 512734373
050 463237383

2

050 503641423,
3

007 473433380
11

007 423740397
2

007 543840440
3

008 433633373
008 394038390

2

008 414037393
3

,009 393032337
009 152629300

2

009 443235370
3

010 462428327
1

010 493334387
2

010 573639440
3

011 362531307 =
1

011 433334367
2

011 483638407
3

013 483736403
1

013 524146463
2

013 594244483
3

014 382834333
11

014 383930357
2

014 423037363
015 352733317
015 393228330

2

015 423732370
3

017 502537373
11

017 464136410
D 2

017 534036430
3

018 504036420
018 443539393

2

018 504139433
3

019 413531357
11

019 393027320
2

019 444033390
3
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A ;3

020 362727300 1

020 393329337 2
020 513837420 3
02.1 453737397
021 494135417 2
021 524340450 3
022 312833307
022 353228317 2
022 443533373 _3
023 443433370 11
023 453934393 2
023 533637420 3
024 525252520 1
024 595355557 2
024 645657590 3
025 372033300 0 i 1
025 393232343 2
025 403035350 3
026 433839400 1

026 453544413 2
026 564156510 3
627 484541447
027 524248473 2
027 625251550 F 3
028 483842427 11
028 484540443
028 544244467 3
029 363729340
029 393032337 2
029 353236343 3
030 413935383
030 432743377 2
030 544348483 3
033 383025310
033 342631303 2
033 393530347 _3
034 533942447 11
034 514445467 2
034 544542470 3
036 303134317 1

036 354437387 J 2
036 423840400 3
037 453536387.. 11
037 423536377
037 443842413 3
038 413030337 11
038 393327330 2
038 453633480 3
039 434345437 1

039 543752477 2
039 603748483 3
040 434241420 1

040 414446437 2
040 414444430 3
042 504439443 11
042 544435443 2
042 524542463 3
043 504643463 .11
043 514951503 2
043 525850533 3



044 444338417
044 504241443
044 584944503
045 595553557
045 595154547
045 645859603
046 332231247
046 392:5,3-033
046--38-3345387

514145457
048 514147463
048 534945490
051 606361613
051 616157597
051 605956583
052 322831303
052 362631310
052 423633370.
041 483948450
041 493347430
041 594253513
053 545142490
053 555244503
053 585353547
054 392735337
054 383533353
054 423331353
055 443636387
055 494134413
055 564542477
056 534139443
056 504447470
056 574447493-
057 433529357
057 174034370
057 504540450
058 504242447
IT13 494441447
058 544144463
059 483839417
059 464244440
059 504545467
060 513934413
060 544137440
060 524538450
061 564239457
061 594543490
061 57444047a
062 383332343
062 393029327
062 413531357
063 353930347
063 393735370
063 453738400
064 553440430
064 583952497
064 584647503
065 483830387
065 474236417
065 523840433

A.4

c.

2

3

1

2

3

11

2

3

I

2

3

I

2

3

11
2

3

1

2

3

1

2
3

1

11

2

3

11
2

3

2

3

I

2

-3
II
2

3

3

1

2

3

1

2

3
1

2

3

1



A.5

066 433838397
066 453543410/
066 533748460
067 414035387
067 384037383
067 483837410
068 274240363
068 524141447
068 595144513
069 544343467
069 534449487
069 594347497
070 433833380
U70 413$38390
070 414339410
073 333831340
073 40272932n
073 413638383
074 453741410
074 524741467
074 505145487
075 484539440
075 463937407
075 534241453
076 5445494;93
076 544250487
076 555250523
077 584555527
077 594757543
077 594759550
078 393235353
078 423437377
078 504340443
080 485043470
080 455544480
080 565349527
082 424039403
082 474443447

2
3

I

2
3
I

2
3
1

2
3

2
3

11
2
3

2

1

2
3

11
2
3
1

2
3

I

3
I

2

082 524047463 3

083 494851493 1

083 505455530 2

083 555260557 3

084 534152487
084 574448497. 2

084 544353500 3

085 514345463 11

085 544646487 2

085 595252543 3

086 312233287 1

086 352731310 2

086 443536383 3

087 343228313 1

087 362531307 2

087 423633370 3

088 484138423 11

'188 524536443 2

088 574345483 3

089 443640400 1

089 454844457 2

089 544149480 3



A . 6

090 564139453 11

090 544641470 2

090 574643487 3.

0j2 444332397
C91 464241430 2

091 564943493 3

092 383031330 1

092 424035390 2

092 444138410 3

093 444239417
093 434245433
093 564749507 3

095 424233390 1

095 444539427 2

095 485041463 3

096 453236377 11

096 343835357 Z.

096 494540447 3

097 433634377 1

097 423937393 2

097 564133433 3

098 483836407 1

098 493841427 2

098 573846470 3

099 483830387
099 .463437390 2

099 474337423 3

100 503735407 11

100 404537407 2

100 523539420 3

ICI 363830347
101 414435400 2

101 463537393 3

102 504337433 1

102 544543473 2

102 544942483 3

103 383537367
103 413339377 2

103 433644410 3

104 474345450
104 494548473 2

104 545655550 3

105 464843457 1

105 495142473 2

105 544944490 3

106 483239397 1

106 443736390 2

106 533534407 3

107 434036397 1

107 464639437
107 554641473 3

108 484642453 1

108'544850507 2

108 635448550 3

209 533839433 II
109 52454/460 2

-109 544443470 3

110 393131337 1

110 353130320
110 463331367 3



A.7

III 473940420
III 494744467'
111 544747493 .

3

SCATTERGRAM BTOT(250,650),CTOT(250,65b) WITH ATOT(250,650).
STATISTICS ALL
SCATTERGRAM BI(20,70),C1(20,70) WITH AI(20,70)
STATISTICS ' ALL
SCATTERGRAM B2(20,70)iC2(20,70) WITH A2(20,70)
STATISTICS_ ALL
SCATTERGRAM B3(20,70)iC3(20:,70) WITH A3(20,70)
STATISTICS ALL
FINISH



Appendix B

Analyzing and Interpreting the Data

Reading the Data

To enable the computer to read the information, the names Of the

Variables and where to find them must be given. In SPSS, this is at-OW.7

plished with four cards, immediately following the required RUN NAME

card;

The first, VARIABLE LIST, gives a list of variable names separated by

commas. We have four scores on each of three cards, and have decided to

call them Al, A2, A3;_ATOT, B1,12, etc. These labels are punched on the

VARIABLE LIST card beginning in column 16.

The second card, INPUT MEDIUM CARD, with "CARD" beginning in column

16, is seIf-explanatory.

The third card, INPUT FORMAT, indicates the location of each variable

in order on the cards. Beginning in column16,_withAFIRD, the card

contai-ns a FORTRAN format statement (4X, 3F2.00

1F3.0/4X, 3F2.0,-An_.-0A. This code instructs the_cOmpOter to skip the

first four ID gpaces; read three two-digit numbers (which it -will- assign

to variables A3), read _a three-digit number, which it will

assign to variable ATOT, skip_to the next card, read the fotir B variables

from the reliability teat in the same format; skip to the third card, and

read the posttest Cscores to complete one case;

The final control card in this sequence; NLOF_CASES 98, indicates the

number of times this procedure must be repeated to complete reading the

data.

Performing the Analyses

The basic deStriptive..atatistits77.11WAP.Pi_standaqdeviatiOna, and

correlations -are obtained with a single set of control cards. The

equations of the prediction lines are obtained with a set of control

cards for each test score.

The basic descriptive statistics--meant, standard deviations, and

correlations--are obtained with a single set of control cards:

PEARSON CORR Al TO CTOT

OPTIONS

STATISTICS
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B.2

These are followed by the

READ INPUT DATA card, and by the-data deck.

The first page of_the computet output, listing the control cards and

showing which card columns were read for each variable; is reproduced as
Table B-1 (page B.10).

The resulting univariate statistics and correlations are given
in Tables B-2 to B-4.

_The release of SPSS used.at the ETS computer facility requires that-

subsequent analysis request cards after the first-set follow the data

deck. This requirement may vary with other releases of the SPSS package.

The next analysis performed (total test score) is a prediction of the

total reliability test, B, from-the pretest scores, Ai to establish a

no-change baseline. This is f011ot4ed by a ptedittibp of total:posttest

scores; C, from A.

_Change for each pretest score is the difference between C and B:

predicted posttest score minus predicted baseline for that ValUt'of

the pretest. Both analyses may be performed with a two-card request,
immediately following the data deck:

.

SCATTERGRAN BTOT (250;650); CTOT (250;650) WITH ATOT (250,650)

STATISTICS, ALL (Table B-5)

ThiS fitat;Aliba the relationship of BTOT with ATOT4_ followed by_the

estimates needed for the baseline prediction equationv Then the relation-

ship of CTOT to ATOT is plOtted; followed by the estimates required -for

.the posttest prediction equation; The ranges (250;650, scale the plots

Ffor easier readabiaity. The range (200;700) would aisp work;

Table B-6 gives the plot _of thie BTOT observations (on,the vertical

axis) corresponding to each observed value of pretest score for each of

the 98 students; Each asterisk represents one_student's pair of A and B

total scores. The-numeral-2-represents-paits of ,scores occurring_fortwo

different individuals;

The Sdattetplot shows a strong; quite linear relationship between

pretest and reliability test; with a concentration of scores in the lower

tWo-thitdS Of the two score ranges. The 2977point range of the relia-

bility test, 300 -597, is slightly less than the 326-point range of the

pretest.:

_Table B-7 gives the information necessary to determine the prediction

equation for the no-change baseline.- The two underlined quantities,
INTERCEPT (A) = 32.33932 and SLOPE (B) = 0.96865; give the constants of

the baseline equation: BTOT = 32.339 + .969AT0T.
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B.3

This line has been drawn on the scatterplots of Tables B-6 and-B-8;

Plotting the No-Change Baseline

The baSeline_ can be plotted by choosing any two convenient values of

ATOT--300 and 600, fot example"calculating e corresponding predicted

values of BTOT from the prediction equation; and plotting the two ATOT,

BTOT values on the graph. Thus;

BTOT (1) = 32.339 + .969 x 300 = 323.0, and

BTOT (2) 32.339 + ;969 x 600 = 613.7

As a chetk, it it_a good -idea to choose another value, say ATOT (3) =

5 0, yielding BTOT -(3). = 516.8. The-three points should lie on a single

straight line. If they do not, recheck the calculations and plotting.

Table B-8 gives the scatterplot relating pretest and posttest scores.

The range- (343-603) of posttest scores has furthet diminished to 260

'points.- The lowest posttest score, 34, is 56 points higher than the
loWeSt pretest score; and the highest posttest score is 10 points lower

than the highest pretest score.

Table gives the estimates for the constants in the equation

predicting posttest from pretest:

CTOT ='119.103 + .841ATOT'

This _equation predicts that a student with a pretest score; ATOT, of 300

would be expected to score around 371.4 at posttesti CTOT, a raw gain of

71.4 points; while a student with a pretest score of 500_Would be- expected

to score around 539.64 a raw gain of 39.64 or about 32 points leS6 than

that anticipated fot the\lowest-scoring students.

If we graph this prediction equation and compare it with the slope =

1"posttest = pretest" dashed baSelitiethatiS implicit in using raw gain,

it -shows that initially Iciw-scoting students gaili.muth more than do

initially high scorers; Instead of compating raw gains, however, we wish

to tOMpare gains-from-baseline. Comparing_pobtteSt Storeswiththe_
no-thange baseline BTOT =32.339+ .969'x 300 yieldS an estimated gain for

a_Student with a pretest storeNof 300 of CTOT BTOT 371.4 - 323.0 =

4.8.4 points. For-a studentwith an Initial score of 500; _the estimated

gain is 539.6 516.8_= 22.8 points. Thus, although the diSttepancy is

reduced from the raw gain difference of 32 to a corrected diffetehte of 26

points, it appears that regression effects are not sufficient to account

for the discrepancy in gain across the score range for this particular

sample of students.

51



Analyzing Subtests

by

B.4

In the example, the request for analysis of total scores was followed

the analysis request for the Listening Comprehension subtest:

SCATTERGRAM Bl (20070)0 Cl (20,70) WITH Al (20;70)*

STATISTICS ALL

The resulting plots and statistics are given

Againi the plots are quite linear; with a large

vs. Al plot to the Cl vs. AL plot; suggesting

over the time interval:ft-OM Bl to Cl.

The equation of the baseline is
A
BI = 10.959 + .782A1 (Table B-12. Find it!

this time.)

(Table B-10)

in Tables B-11 to

displacement from
considerable real

B -14.

the El
growth

It's not underlined

For the posttest, the prediction equation is

Cl == 22.167 + .650A1 (Table B-14)

A student with a pretest score of 30 would thus be expected

achieve a B1 score of

10.96 + .782 x 30.= 34.42, and a Cl score of

22.174 .650 x 30 x. 41.67 for an:estiMated gain of
7.25

to

A. student with a pretest score of 60 would be expected to achieve

a BI score of

10.96 + .782k50 = 50.06 and a CL score of

22.17 + .650x50-..-54-.767 for an estimated gain of

4.61

These lines have been drawn on the scatterplots (B -11 and B-13) and

contrasted With7the-dashed-raw-gain baseline. With LiSteningCoMprehen-

sioni as with TOEFL total,, it appears that the initially low-scoring
students did in fact gain more in this, class than did those who Stetted

with higher scores, even after measurement errors and practice effects are

taken into account. The estimated gait_is positive across the scalei even

though "raw gain" is negative for students with pretest scores above 50.

*The_(-20070) scaling is again to improve the readability of the graph;

Without. it, ths.A1 axis would, be in units of 27.00 30.3, 33.6, etc..



1;5.

-
The next analysis request calls for information about the Structure-

and Written Expression subtest:

SCATTERGRAM 12(20,70), C2 (20,70) WITV'A2 (20,70)

STATISTICS ALL (Table B-15)

The reSulting plots (Tables B-16 and B-18) show an unexpected*
tighter.scatter of points for C2 vs. A2 than for-132 vs. AZ, even though C2
and A2 'are more greatly separated in time The higher cgrreIation, .803,

for C2 and A2 vs. .760 for B2 and A2 confirms this visual impression. The

baseline equation is

r
B2 = 11;247 + .765 x A2 (Table 1-17)

The equation predicting posttest from pretest is

C2 = 14.541 + .742 x A2 (Table B-19)

A student with a_Structure and Written Expression pretest of 30 would
have an expected baseline score

^-
B2 = 11.247 + .765 x 30 = 34.20 and 'posttest

C2 = 14.541 + .742 x 30 = 36_.80 'for an estimated gain of
2.60

-A- student with_a Structure ared Written ixpression pretest score of 50
would have an expected baseline of

B2 = 11.247 + .765 x 50 = 49.50 and posttest

C2 = 14.541 + .742 x 50 = 51.64 for an estimated gain of
2.14

Only .46 points less than the gain expected for a student with a low
pretest score; Gains for Struture and Written Expression are thus quite

uniform across the score range;

Again, the predtctien lines have been added to the scatterplot;

The relationship ofpretest, reliability test, and posttest_ for
Reading Comprehension and Vocabulary it obtained with the request:

Scattergram B3 (20;70); C3 (20;70) WITH A3 (20,70)

Statistics ALL (Table B -20)

The resulting output is reproduced in Tables B-21 to B-24.



B.6

The equation for the baseline-is

83 = 4.607 + .940 A3 and for the posttest

C3 = 9.259 + .889 A3.

According tothese formulas, a student With a Reading Comprehension-
and Vocabulary pretest score of 30 would have a predicted reliability test
score of

4.607 + .940 x 30 = 32.29 and.posttest

9.259 + .889 x 30 = 35.93 for an estimated gain, of

3.14

A student with a pretest score of 50 would have a predictedrelia-
bility test score of

4.607 + .940 x 50 = 51.59 and posttest

9.259 + .889 x 50 = 53-Ta for a gain of
2.13

Again, these estimated gains are not strikingly different across the score

range.

After the balance of the analysis request cards, the deck ends with a

FINISH card.

The computer system used for the sample analysis requires a card

after FINISH; bUt this end-of-Job signal may be different at enother
computer facility.

The complete listing of the deck for the sample run is given in

Appendix A. It may be useful to punch these cards and to pat-fort a test
run to check that the procedures are compatible With your version of SPSS;

if the sample run works but_your real data analysis dbeg not; check

carefully for keypunch errors; mfssing punctuation; and cards out:Of
Order:' Computers are ridiculousIy'IiteraI contraptions; and will not fill

in an Otitted comma in a set of instructions;



B.7

Interpreting__P_a_tterns of Change

If the reliability test is given within a week after the pretest,

it is probably reasonable to assume that there has not been enough time

for a significant change to result from instruction. This does not mean

that individuala' scores are expected to, be identical from pretest to

reliability test: because of measurement error, neither test is a

perfectly reliable indicator of true score; and the correlation between

the tests, r12, will be less than one because of.this. In addition,

small changes due to practice effecta and increased comfort with the

testing situation will take place even in brief intervals between test

administrations. Thus, the group mean may well go up, and the,test

variance may change in the process of establishing our no-change baseline.

The baseline is more accurately thought of as little influenced by the

important sources of change -- instructional programs--that we are studying.

In the case of our real data, the slope of the line predicting BTOT

from ATOT, .969, is almost 1.0, and is greater than the correlation, .922.

This is an indication that the variance of test B is greater than that of

test A. .In_fact, the ratio of the standard deviation of B to that of A
9b9 _

Must be
22

1.05, (as can also2be obtained from Table B-2) so tat the

variance nas increased by (1.05) , a 10.25 percent increase from pretest

to reliability test. Thus, although regression to the mean does take

place by about 8 percent (1 - .922), it is almostoffSet by the 5 percent

increase in standard deviation. This increase in spread of scores

suggests that initially higher-scoring students benefitted more from the

experience of taking the pretest, or learned more during the intervening

ek before the reliability tett. For the total scores of this particular

sample, using the no-change baseline will not yield conclusions very

different from those obtained from using raw gain. The standard deviation

of CTOT, the posttest, is only 97 percent that of the pretest, ATOT, and

the slope of CTOT on ATOT is .841. Overall change shows a slight negative

correlation -with pretest score, and total score growth from a no-change

baseline with slope very nearly 1,,0 remains greater for those with

initially 84li ow scores. The ratio of posttest slope to reliability test
.

slope is =969 86$

Let us examine the subscores to determine if this pattern is the case

for the separate parts of the test.

The Listening_ Comprehension subscores are_denoted Al, BL'and Cl.

The correlation. of B1 with Al is '.794, and the slope is .872. The

'variance of the Listening Comprehegsion section _changes very little

from pretest to Bl, the reliability testi with the standard- deviation

decreasing by only about -1:5 percent. The slope of Cl vs._Al_iS .650,

and the correlation is .695. The standard deviation_of Cl thus shows

considerable further decreaSei tn-btly 93;5 percent that of 'Al, and -this

4etrease indicates that change ia,COtrelatednegatively with pretest score

to a considerable extent. The ratio of posttest slope to reliability test



slope is relatively lOW: :150 = .831. This comparatively flat posttest
_82-

slope yields high growth estimates for low pretest scorers; and low

growth estimates for those with high pretest scores.

It appears that much of the apparent greater growth of low scorers on

total test scores is due to this pattern for the Listening Comprehension

sub's ores.

The Structure and WrittetExpressionscores; A2, 132; and C2; exhibit

a different pattern. The Slope_ relating B2 to A2, .765, is almost'

identical to the slope of C2 vs. A2,_.742; The correlation of B2 and A2,

.760; is essentially the same as the slope, showing that no change in

variance occurred between the pretest and the reliability test;

The ratio of the B2 and C2 slopes; .97, tells us that growth measured

from the batelite, B2 to posttest C2; is essentially uniform across the

score range for StructUre and Written Expression,' with initially high-

scoring students gaining nearly exactly -as much as do lower-scoring
students when measurement error and practice effects have been taken into

.account; This occurs despite the decrease in standard deviation from

pretest to posttett; the standard deviation of C2 being only 92.5 percent

Of the-standard deviation of A2. e;

The only way that a decreasing standard deviation -can be associated

with tonatant_gaits,from the baseline to the posttest is_for.these gains

to be positiVely associated with pretest scores, but negatively associated

with a component of the variance of the -:eliability test that_is'nOt

related to either pretest or posttest. Ineed; the.A2 -,C2 correlation,

;803; is higher than the A2 - B2 correlation;;760; suggesting that the

"lost" variance in C2 was not related to pretest variance; One mechaniat

'for such a result would be a short-te:rm_prattite effect for some students

on the reliabiIity,test; which Wasned.out_because of additional "test-

WiSetess" among all students by the time of the posttest.
. .

The Reading and Vocabulary scores; A3, B3, and ni show sh almost 10

percent increase in standard deviation from pretest to- reliability test;

and a slope of .940, again approaching 1.0. Unlike the other Stbtests;
_

posttest standard deviation remains about6_percent greater_thap that of

theipretest; rather than dropping to'only about 93 percent of that value.

1

The correlation of A3with C3; .834jis only slightly less than that

Of A3 with B3; k858; and the slope -oaf- C3 vs. A3, ;889; is .95 times the

Slope of B3 vs; A3. Again as with Structure and Written Expression;

growth is almost uniform across the-store scale; with,high-scoring

students gaining only slightly less than low scorers; after allowing for

the effects of measurement error.

The general tendency forthe reliaWity test to have greater

variance than the posttest suggests that dlaerentiaI familiarization

effetts do take-place ip phort-term retesting; temporarily adding variance

that "washes out" over the longer term. Although such additional variance



can depress_corrlatlons between pretest and reliability test; it inter

feres much less with regression lines; affecting their standard error

rather than their slope

In any of these cases, the regreSSion line predicting Test 2 score

from Test 1 score determines a baseline expectation consisting of those

average observed score changes that are attributable to measurement error

and to test practice effects. We now get on with teaching_ English, and
administer a posttest at the point at which we wish to evaluate grovith.

We count as change due to instruction, neither raw gain from pretest; nor

raw gain from the reliability test, but the difference between obServed

posttest score and the expected Test 2 score predicted for each pretest

score by our regression equation, Which gives a predicted score based on

experience with these studentS for each pretest score; If no further

change due to instruction has taken place since the reliability testing,

we do not expect individual students to achieve Ccor,,s identical to their

scores on the reliability test (measurement error, aga), but we do
expect students in a given pretest score range to have poattest scores

clustering around the same prediction line obtained from the reliability

administration.

If we wished to be extremely conservative, we could choose to assume
that any true changeS observed from pretest to reliability test would have

happened again without instruction, and double those changes to obtain an

expectation for a third testing. This would be unreasonable, however,
since test familiarization effecta Are not likely to operate strongly

among those already familiar with the teat. The major advantage of the

reliability testing is to enable us to estimate reliability, and likely

regression effects, in our particular student group. Unless_ our students

are representative of all Students who take TOEFL, reliability and
probable regression effects are likely to differ from the TOEFL Manual

statistics, baSed on samples of all candidates. However, if we conSist

ently obtain similar baseline prediction equations over several_ semesters;

and if the entering population in our program does not, change in native

language background or diStribution of proficiency level, we can

eventually dispense with a new reliability testing for each group and use

the equation developed for previous groups, giving d new reliability
testing only occasionally, to check the continuing validity\of our local

prediction equation.
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SPSS BATCH SYSTEM

SPSSAR OS/360; VERSION M; RELEASE 9;0; JUNE 10; 1981

Table B-1

08/10/81 PAGE 1

CURRENT DOCUMENTATION FOR THE SPSS BATCH SYSTEM

ORDER FROM MCGRAW-HILL: SPSS; 2ND ED. (PRINCIPAL TEXT) ORDER FROM SPSS INC.: SKS STATISTICAL ALGORITHMS

SPSS UPDATE 7-9 (USE W /SPSS,2ND FOR REL. 7, 8; 9) KEYWORDS: THE 5P55 INC. NEWSLETTER

SPSS POCKET GUIDE' RELEASE 9

SPSS PRIMER (BRIEF INTRO TO SPSS)

DEFAULT SPACE ALLOCATION.. ALLOWS FOR 102 TRANSFORMATIONS

WORKSPACE 71680 BYTES 409 RECODE VALUES LAG VARIABLES

TRANSPACE 10240 BYTES 1641 IF/COMPUTE OPERATIONS

1 RUN NAME LANGUAGE GAIN ANALYSIS

2 VARIABLE LIST A1,A2,ALATOTIBla3243;BTOT;CI;C2,C3;CTOT

3 INPUT MEDIUM CARD

4 INPUT FORMAT FIXEM4X03F2.0,IF3.0/4L3F2.0,1F3.0/4X13P2,0,1F3.0)

ACCORDING TO YOUR INPUT FORMAT; VARIABLES ARE TO BE READ AS FOLLOWS

VARIABLE FORMAT RECORD COLUMNS

Al F 2. 0 1 5-

A2 F 2. 0 1 7- 8

A3 F 2. 0 1 9- 10

ATOT F 3. 0 1 11- 13

BI F 2. 0 2 5- 6

F 2. 0 2 7- 8

B3 F 2. 0 2 9- 10

BTOT F 3. 0 2 11- 13

Cl F 2. 0 3 5- 6

C2 F 2. 0 3 7- 8

C3 F 2. 0 3 9- 10

CTOT F 3. 0 3 11- 13

THE INPUT FORMAT PROVIDES FOR 12 VARIABLES. 12 WILL BE READ

IT PROVIDES FOR 3 RECORDS ('CARDS') PER CASE. A MAXIMUM OF 13 'COLUMNS' ARE USED ON A RECORD.

400001

5 N OF CASES 98

6 FEARSON CORR Al TO CTOT

7 OPTIONS 5

8 STATISTICS 1

PEARSON CORR PROBLEM REQUIRES 3168 BYTES WORKSPACE 06(0#

9 READ INPUT DATA
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LANGUAGE GAIN ANALYSIS

FILE NONAME (CREATION DATE 08/10/81)

Table -2

08/10/81 PAGE 2

VARIABLE CASES MEAN STD DU

Al 98 44.8469 6,9629

A2 98 37.6531 7.3528

A3 98 37.4082 6.6001

ATOT 98 399.7653 61.5730

81 98 46.0510 6.8585

B2 98 40.0510 7.3979

83 98 59.7551 7.2365

BTOT 98 419.5714 64.6636

Cl 98 51.306, 6.5147

C2 98 42.4898 6.8005

C3 98 42.5204 7.0422

CTOT 98 455.3367 59.9381

60
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Table B=3

LANGUAGE GAIN ANALYSIS 08/10/81 PAGE 3

FILE NONAME (CREATION DATE ; 08/10/81)

PEARSON tORRELATION

Al A2 A3 ATOT 31

COEFFICIENTS

82 33 BTOT Cl CZ

Al 1,0000 0.6184** 0,6597** 0.8584** 049440 0.6550** 0.6893** 0.7876** 0,6944** 0,5874**

A2 0.6184** 1.0000 0,7356** 0.8936** 0.6872** 0.76030 '0,74950 0.8127** 0.6253** 0,80250

A3 0.6597** 0.7356* 1,0000 0.8986** 0.7393** 0.6951** 0.85800* 0.84680 0.6367** 0,70500

ATOT 0,85840 0,8936** 0,89860* 1.0000 0.8364** 0.7975** 0.86430 0.9224** 0.7380** 0.7920**

81 0.79440 0.6872** 0,73930* 0.8364** 1.0000 0.6910** 0.77980 0.9080** 0.80950 0.6943**

B2 0.6550** 0,7603** 0,69510 0.79750 0.6910** 1.0000 0.69610 0.8855** 0.6301** 0,7554**

83 0,6893** 0.7495** 0.8580** 0.8643** 0.7798** 0.6961** 1.0000 0.9144** 0.-7186** 0.7406**

BTU 0.7876** 0.8127** 0,8468** 0.9224** 0.9080** 0.8855** 0.9144** 1.0000 0.79450 0.8099**

CI 0.69440 0.6253** 0.6367** 0.7380** 0.8095** 0.6301** 0.71860 0.7945** 1.0000 0.6544**

C2 0.58740 0.8025** 0,7050** 0.7920** 0.6943** 0.7554** 0.74060 0.8099** 0.6544** 1.0000

C3 0.5882** 0,7135** 0.8343** 0.8034** 0.7173** 0.6424** 0,8930** 0.8319** 03830** 0.7202**

CTOT 0.6948* 0,7913** 0,8049** 0.8640** 0.8188** 0.7494** 0.85980 0,8961** 0.8604** 0.8810**

* SIGNIF: LE :01 ** - SIGNIF, LE ,001 (99.0000 IS PRINTED IF A COEFFICIENT CANNOT BE COMPUTED)
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Table B-4

LANGUAGE GAIN ANALYSIS
08/10/81 PAGE 4

FILE NONAME tCREATION GATE = 08/10/81)

NARSON CORRELATION COEFFICIENTS

C3 CTOT

Al p.544z!* 0.69404

AZ 0713500 0.79134*

b343 iii 080494*

ATOT 0;803400 0,8640**

81
0:7173** 0.818600

82 0.6424** 0.749444

83 0.8,30** 0.8598**

VOT 0-.83190* 0.8961**

CI 0.68300* 0.8604**

C2 0;7202** 0.8810**

1.0000 0.8884**

CTOT 0.6804** 1.0000

0 - SIGNIF, LE .01 *N SIGNIF. LE AI (99.0000 IS PRINTED IF A COEFFICIENT CANNOT BE COMPUTED)
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LANGUAGE GAIN ANALYSIS

..CPU TIME REQUIRED., 0.89 SECONDS

'IC SCATTERGRAM BTOT(250,650),CTOT(2cO,S50) WITH ATOT(250,650)

11 STATISTICS ALL

***** GIVEN WORKSPACE ALLOWS FOR 4478 CASES FR SCATTERGRAM PROBLEM i****

Table 3-5

08/10/81 PAGE 5

66 6?
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Table64

LANGUAGE GAIN ANALYSIS 08/10/81 PAGE 6

FILE NONAME (CREATION DATE # 08/10/811 i

SCATTERGRAM OF (DOWN) STOT ,
(ACROSS) ANT

270.40,-4 310,00. 350.00 390,00 430;00 470;00 51040 550.00 590,00 630,00

I i + 650,00

I

,

I I

I I I I

I I I

I I 1 I

610,00 +
/ 1 + 610,00

I

I 1

/
1 I I

I

1 ;
I I

570;00 +

1

I

I

I +

I

570;00

I

IM I

I 1 I #- I

1' 1 I

530.00 +
,

I
* * t

,

,

I

30-,g0

I
I

\ 1

i
I

I ;
I II * I

1 i ,
I I I

490;00 + I
**If 1

. -
* 490.00

I I I I

I I
M/ 1 '

)4 , *1 *
.6 3 0 I

0

I 21 0

I I k / _-)) it,;\ I

450;00, +
1% * I X P P 1

\ ft1.00
(4,-i

\

44

1 1 _ *2ic

p

I
\

1

I
I2fl I I

I I* 1

I

410.00 4.
* *

* *-

0

1).,

I

1

4. 410:00

1 *
,

, I I

1
i * I 1

1 *-* *- , 1

I , f * 1 I

+ 370.t0

I 6
\

I

I
01 t

i
* 1 I. 1

I * I

..

I I

330.00 + i 1
1

4, 330.00

I
** * 1 1 I

I it_ 1
1

1 1 1

1
* I

0
1 I

I '

290,00 + / I
I + 290.00

.1 .7 ;

1

1/ 1 ;
1

I I ,
i

,

1
I 1

250.00 + ; 1
I

.+L.....4-___+.4...t.....4....4.....4.___+...__+....4.....4.....4.......0.4-4.77.0.....4......+,....4.+.4.:,4-:,271+,
25"

80,00 2-90,00 330.00 370.00 410.00 450,00 490.00 530.00 570.00 610.00 650;00



LANGUAGE GAIN ANALYSIS

STATISTICS,

Table 134

08/10/81 PAGE 7

CORRELATION (R):. 0.92235 R SQUARED - 0.85073 SIGNIFICANCE -

STD ERR OF EST - 5.11263 INTERCEPT (AP - 52.33932 MlldII.IMOIMMPPmor.o...N1.SLOPE (B) - 0.96

PLOTTED VALUES - 9 EXCLUDED VALUES- 0 MISSING VALUES -

0.00000

1*******0 IS PRINTED IF A COEFFICIENT CANNOT BE COMPUTED.



LANGUAGE GAIN ANALYSIS

FILE NONAME (CREATION DATE : 08/10/81)

SCATTERGRAM OF (DOWN) CTOT

270.00 310.00 350.00 390.00 43000 470;00 510;00 550.00 59000 630..00

650.00 + 1 I + 650.00

I I I I

I I I I

I I I I

i I I 1

610;00 + I I
+ 610.00

I I 1 I

I I I X I

I I I I

570.00 + I 1 ,C/
+ 570.00 '

I I I

I I X** rif 1) I.

1 1 * 1

1 1 1

530.01 + I
* 14* +

I I I

530.00

I if . * *-

I I 2 * I

I I
I

490.00 + I * * * I
-. + 490.00

I * *I 2 * * _- 2/ I I

I
* *00 * */ -,` I 1

* 0 ** / ; 1

I I _*-

/0 U'_t6
I I

I + 450;00

1
* * -s't i I

I * * LF4 C')/

N,

I I

I
* * / i;)1 I I

I * I _ * ,/ I

410.00 + i i i itai* / I

I

410.00

370.0u + Of *01 2 -, I I + 370.00

/" 1 I I

i
I I I m

I
J( I I I

/

I / I I I

330.00 + I I + 33o.00

I 1 I 1

I I I 1 ;

, I I + 290.00290.00 + /

I i I I I

I. _-, ; 1 I

1 _00)/

250.00 + I 1 250.00 713
I 7 I I I

(ACROSS) ATOT

Table B=8

08/10/81 PAGE 8

250.00 290.00 330.00 370.00 410.00 450.00 490.00 530.00 370.00 610.00 650.00



.
LANGUAGE GAIN ANALYSIS

STATISTICS.;

4
Table 8-9 I

08/10/81 PAGE 9

°I)

CORRELATION (R)- 0.864 R SQUARED 0.74653 SIGNIFICANCE - 0.00000

STD ERR OF EST - 30.33321 INTERCEPT (A) - 119.10332 SLOPE (B) - 0.84108

PLOTTED VALUES - 98 EXCLUDED VALUES: 0 MISSING VALUES - 0

40001010 IS PRINTED IF A COEFFICIENT CANNOT BE COMPUTED.
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LANGUAGE GAIN ANALYSIS

CPU TIME REQUIRE0,, 0,73 SECONDS

Table B -16

08/10/81 PAGE 10

12 SCATTERGRAN 81110070I41(20,701 WITH 41(80,701

13 STATISTICS ALL

**04# GIVEN WORKSPACE ALLOWS FOR 4478 CASES FOR SCATTERGRAM PROBLEM woli

0

0

77



LANGUAGE GAIN AWAL4SIS

FILE NONAME (REATON'OATE * 08/10/514

Tible B.11

08/10/81/ PAGE ji

SCATTERGRAM OF (DOWN) DI (ACROSS) Al

22,50 27.50 32;51,%; 37.50 42.50 47.5D 52,50 57,50 62,50 67,50

70,00 +

65.00 +

60.41.1 +

55.00

50.00 +

1

45.00 +

--40.00 +

35.00 +

30.00 +

I

1

1 I 4

I I 1

1 I.

1 I I

I. I 1

1 '

1

I

1
* *-

I I * /
I

* * . I,

I I I.

I I * ± 55,00

I 0 * 22 1 I

I

I

I

65;00

60;00

- I
-0 I

/6.4
1;!'w I _

P
(f

25.00 +

I

20.00 +

20.00 25.00 30.0 35.00 40.00 45.00 50,00___ss.00 60.00 65.00
f

45,00

40.00

35.00

I

30.00

25.00

I

70.00

moo



LANGUAGE, GAIN ANALYSIS

STATISTICS,. . )

CORRELATION (R)- 0,79439 R SQUARED _62.63105

STD ERR OF EST 4,18754 INTERCEPT (Al' - 10.95925

PLOTTED VALUES - 98 EXCLOED VALUES 0

Olt: 0181

Tibli

PAGE 12

SIGNIFICANCE - 0,00000

SLOPE (8) 0,78248

-,;,MISSING VALUES

)r,

lottom**1 IS PRINTED IF A COEFFICIENT CANNOT BE COMPUTED,

1

0



LANGUAGE GAIN ,ANALYSIS

Table B-13

0840/81 PAGE

FILE NONAME ' (CREATION DATE = 08/10/!1)

SCATTERGRAM OF JOHN) CI ;
(ACROSS) Al

2250 27;50 32;50 37.50 42.50 47,50 52.50 57.50 , 62.50 67.50

70,00 +

I

;

I

I

65.00 +

I

I

I

I

I
*

I

I

!

55,00 ,

I

I

I

I

,50.00 14

I

I

I

I

45.00 + ,

I

I

I

I

40.00 +

I

I

35.00 +

30.00

25:00

20.00

2

I I

1 1

I 1

I

I 1

1 I

1
I I

I * I

I I I

I

t I
I

I

I

1

*1
I *

I

II
2

* 2'

2 3 *

I 14 13 * 2

0 * 2 3*

* 2 *

I

/%1+ 70;00

I

/ I

I

I.

65.00

I

1
I

I

*

I

3,O

I

I

* I I

* ' I

* * * I

I ;

I 0 * I

* I * I

AI*4 I

*
: i I

I

60.00 ;

55.00

50.00

+ 45.00

I

I

I

T

, 40.00

I

I

1

20.00 25.00 30.00 37.00 40.00 45.00 50.00 55.00 60.00. 65.00 70.00

82

35;00

36;b6

25,00

81



Table B-14

LANGUAGE GAIN ANALYSIS 08/10/81 PAGE 14

STATISTICS..

CORRELATION (R)- 0,69445 R SQUARED 0,4226 SIGNIFICANCE - 0.00000

STD ERR OF EST - 4.71195 INTERCEPT (A) 2.1i673 SLOPE (B) - 0.64975

PLOTTED VALUES - T3 EXCLUDED VALUES- 0 MISSING VALUES - 0

1**01**K0/ IS PRINTED IF A COEFFICIENT CANNCr BE COMPUTED.

85



Table B.15

PALIAGE GAIN ANALYSIS
08/10/81 PAGE 15

CPU TIME REQUIRED., 0,71 SECONDS

14 SCATTERGRAM B2(2000)0C2(2070) WITH A2(20,70)

15 STATISTICS ALL

*ow GIVEN WORKSPACE ALLOWS FO 4478 CASES FOR SCATTERGRAM PROBLEM **N**

86 87



LANGUAGE GAIN ANALYSIS

Table B-16

08/10/81 PAGE 16

FILE NONAME_. ;CREATION DATE c 08110/81)

SCATTERGRAM OF (DOWN) B2 '(ACROSS) A2,

22.50 27,50 32.50 37.50 : 47.;50 57.50 62 50 67:50

70.00 +

fi

65.00 +

60.00

I

I

I

I

55.00 +

50.00 +

45,00 +

40.00 + /

0

22

I*

I 2

*2
I-

35.00 + 12

30.00 +

+

20.00 +

20.00 25.00

2

30,00 35.00

I

7

I

1

I

I

0

70.00

tiV

65.00

I 60.00

I

* I + 55.00 '

I 1

I

50.00

0 I I

*

2 2- 45.00

* 2

2

0 0

40.00

I I.

35.00'

I I

I I
I I

30:00

I

I I

5.00

I I

I I

1

I I

20.00

40.00 45;0 50;00 iL.00 60;00 65,00 70.30

* *



LANGUAGE GAIN ANALYSIS

rabic B-17

08/10/81 PAGE 17

STATISTICS..

CORRELATION (R1- 0.76032 R SQUARED - 0.57809 SIGNIFICANCE - 0.00000

STD ERR OF EST - 4.83028 INTERCEPT (Al - 11.24701 SLOPE (8) - 0.76498

PLOTTED VALUES - 98 EXCLUDED VALUES- 0 MISSING VALUES'-

4i***1 IS PRINTED IF A COEFFICIENT CANNOT SE COMPUTED.

10 91



LANGUAGE GAIN ANALYSIS

FILE NONAME (CREATION DATE = 08/10/81)

SCATTERNAM OF (DOWN) C2

22.50 27.50

q2

Table B-18:

08/10/81 PAGE , 18

(ACROSS) A2

42.50 47.50 52;50 57.50 62.51 67;50

70.00 + i I + 70.00

1 r.
I ,I

I I I rl

I I I I
I I I I

65.00 + 1 I + 65,00

I I I I

I I I I

I I I I

1 I I

I I I

60,00 I I + 60,00'

I o 61/. 1

; I _ I: 464 I

I I * * I I

55.00 + r, I
.1'

+

I I *

55.03

I

.

I *-*- I

I I i
* ,

.

* *

50;00 +
I 4 50.00 .

I 1 0

I I I I

I I I I

I I f 0 I I

45.00 +. * * * I * 2 _ I 4 45.00

1
; 4 s I

I * * I

I * *.,,,, i 1,-- I

I * * I 4 * I

40:60 + * *.fr I 4 4000

I 1

I M r I2 * I

1 * if * *- if * 1x I

35.00 + * * * * * 1

'1 I. I

I * I I

1 it I

I 1

30,00 +* I! I

I I' ,

I

I 1 I t

I I I I

I I I I

25.00 +
I I

! ! . I I ,

I IF I I

I I I

I I . I
I

20 00 +

20.00 25.00 30.0U 35.10 40.00 45.00 50.40 55,00 60<P 65.00 70.00

(

45.00

30.00

20.0e



LANGUAGE GAIN ANALYSIS

STANSTICS..

I

Table B-19

00/I0/81 7; PAGE 19

CO RELATION (R)- 0.80251 R SQUARED 064403 SIGNIFICANCE - 0.00000

STD ERR OF EST -

t

4.07873 INTERCEPT (A) - 14;5409 SLOPE (13) 0.74228

PLOTTED VALUES...-. 98 EXCLUDED VALUES- MISSING VALUES

Y.

94

tmlosimi, IS PRINTED IF COEFFICIENT CANNOT BE COMPUTED,

0
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tANGIJAGE GAIN ANALYSIS

CPU TIME REQUIRED.. 0,73 SECONDS

16 SCATTERGRAM 83(20i70);C3(20;701 WITH A3(20;70)

17 STATISTICS ALL

041(00 GIVEN WORKSPACE ALLOWS FOR 4478 CASES FOR SCATTERGRAM PROBLEM *****

-e -.

96
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08/10/81 PAGE 20



LANG;IAGE GAIN ANALYSIS

(CREATION_DATE = 08/10/81)

SCATTEGRAM OF (DOWN) B3
{ACROSS) A3

22.50 27,50 32.50 37.50 42;50 47.50 52.50 57,50 62,50 67.50

95

70.00

1

65.00 +

I

0840181

Table B-21

PAGE 21,

I

I I

60.00 + 1

.55;00 +

. t

1

45:00

40,00

I-- - - - - -- 7 - -

w*

35,00 2 #

50.00

/

30.00

25,00 +

ij

0

1

I

I

I

I

I

I

K

///+
70.00

65,00

60.00

55.00

I

50.00

1

45.00'

1

40.00

35.00

I

30:00

I

I

20,00

20.00 25,00 30.00 35.00 40.00 45.00 50.00 55.00 60,00 65.00 10.00

25.00

20.00



Table B-22

LANGUAGE GAIN ANALYSIS DEW10/31 PAGE 22

STATISTICS,.

CORRELATION (R)- 0.85795 SQUARED 0.73608 SIGNIFICANCE - 0.00000

STD'ERR OF. EST - 3.73713 INTERCEPT (A) - 4.60677 SLOP (B) 0.93959

PLOTTED VALUES 98 EXCLUDED VALUES- 0 MISSING VALUiS 0

1******40 IS PRINTED IF A COEFFICIENT CANNOT BE COMPUTED.
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LANGUAGE GAIN ANALYSIS

Table B -23

08110/81 : PAGE 23

FILE NONAME (CREATION DATE : 08/10/81)

SCATTERGRAM OF (DOWN) C3
(ACROSS) A3

22.50 27.50 32.50 37,50 42.50 47:50 52.50 57.50 62.50 67.50.

+-

70.00 +

65.00 +

60.00 +

55.00 +

I

50.00 +

45.00 +

I

40,00 +

I

35.00 +

I

304 +

25.00 +

I

20.00 +

+----+

20.00 25,00 30.00 35.00 40.00 45.00 50 06

I I
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I I

I I

I I

I I

I I

I
I

I

I I

I
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. I

I

I

1 I
I

I
I
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I * if 1
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it I A- I I

I 2 2 I
I

i1 I
I

* I * * I
, 45.00

* * * I
I

* If 2 I I

* I I

* *- I 1

I
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I
I

I
I

I

* 1
1

I
I

* 35.00

I 0
I

I.

* * o I
I

I

I
I, I

R* I
I

I

I
I

+ 30.00

I
I

I

I
I

I

;
I

I

I
I

I

I
I

+ 25.00

1

.
I

I

I
I

I;

I
:I I

I
I

I *
I

+ 20.00
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Table B-24

LANGUAGE GAIN ANALYSIS
.5) 08/10!81 PAGE 24

STATISTICS..

CORRELATION (R)- D..83435. R S4UARED 0-.69614 SIGNIFICOCE - 0.00000

STD ERR' OF EST - 3.90209 INTERCEPT (i) - '9.25863 SLOPE (B)' - 0.88916.

PLATTED VALUES -' 98 EXCLUDED VALUES- 0 MISSING VALUES -' 0

"itois***0 IS PRINTED IF A COEFFICIENT CANNOT BE COMPUTED.

A

105



LANGUAGE GAIN ANALYSIS
08/10/81 PAGE 25

CPU TIME REQUIRED.. 073 SECONDS

18 FINISH

NORMAL END OF JOB.

18 CONTROL CARDS WERE PROCESSED.

0 ERRORS WERE DETECTED

106
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Appendix C

Comparing Two Groups

eOn some occasions; we wish to compare two or more groups to determine
if the growth rate for students of a particular language or educational, --

background is typical of that for the total group, or to_compare growth-of,
different groups across semesters or across alternative ESL curricula.

0
This appendix presents two approaches to this problem. The first

approach is simply to redo; for the subgroup; the regression analysis
--described in Appendix B and to compare the resulting equations and graphs

a with those of tie, total group; No tests of statistical significance are
employed'in this comparison; since the object is 'to determine whether any
observed difference is large enough to be of practical significance to the
program, rather than.to_assess probability; If \tests of- statistical

significance are desiredthe second approach maybe employed. This
method; analysis of covariance_(ANCOVA), is also based on regression and
yields an estimate of the difference between two groups at the mean
pretest score; and of the probability that a difference this large could
-occur by chance.

Comparing Regression Lines

TO illustrate this method, we use the subgroup of 30 returning
students from the group of_98_ESL:stUdents discussed previously. Table
C-1 shows the first page of the regression output* giving the control,
cards, format; and first analysis request. The 30 cases representing
the returning students were separated from the total data deck for this
run; so the only change from the control cards for the total group is in
the number of cases; N = 30 cards. With a larger data set, it would be c
more convenient to change the input format to read the variable RET in
column 79, and to use the SPSS"SELECT IF RET = I" option to read the
entire deck but to process only these 30 cases.

-_Table C-2 gives the -means and standard deviations'of the subtests and

total tests. We see that the mean -of pretest ATOT, 409.93, is about ten
points higher than that of the total group and the -mean of posttest CTOT,
458.5, is about three points higher than that of the total group. For

this analysisiwe ignore the reliability test B, and focus on compara
bility of changes from pretest to posttest.

Table C-3 shows the graph of posttest on preteit; and iable C-4 gives

the intercept, 113.63, and slope; .841, of the regression equation.-
Comparing this equation,

.;.!-
CTOT = 113.63 + .841 x ATOT

with that for the total group,

CTOT = 119.10 + .841 x ATOT.
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C.2

We see that:the slopesare identical, but that for a given preteSt total

score;_thereturning students gain; on the average; about 5.5 points

less than do all students. This doe6 not appear to be a large enough

difference to_be_Of practical significante._ If we were to do a separate

analysis on the_6H new students; we would of course find that theik

intercept was a bit higher than 119; since the total group iSthecombina-

tion of tht returning students and the new students. However; even a

difference of eight total points between the two groups is not large;

Moving_ to the Listening_ComprenSion testy Table C-5 shows the graph

and Table C -6 the constants for the regression of CI on Al for returning

studentS. The equation;

Cl = 13.40 + .799 x Al, appears different from that for the

total group:

Cl = 22.1T + .650 x Al.
?-

For a pretest Listening Comprehension score of 30, the returning

grodp would have a predicted posttest score of37.4; and for a pretest

score of -50, a posttest score of 53.4. yorthe same two pretest

scores; the total group's:predicted posttest scores are 41.7 and 54.7,

respectivelY.-

Although a five-point difference on total scores is only one-

eightieth of the mean score; and is not educationally significant,

a four-point difference -on the Listening Comprepensionsubtest for

low- scoring students is abOdt one-twelfth of the mean; and has consider-

able Significance; It suggests that students who remain low on Listening

COMprehension after a semester of instruction continue to progress at a

lower that'average rate in the folloWitig semester. This "sorting" effect

on rate of learning of previous instruction helps to explain the higher

slope for the returning group: thoSe who learned more in the first

semester; and who thus had higher pretest scores for the second semester,

continue AD progre66 at a faster than average rate. but still do not show

as large a raw gain as new students, unless their pretest scores are 60 or

higher. c

_ Tablet C -7 -and C-8 give the graph and _statistics for_the prediction

of- Structure and Written Expression posttest scores from returning

students' pretest scores. The equation,

C2 = 9.93 + .875 x: ,A2 again has a higher slope and laWer

intercept than does the equation for the total group:

C2 = 11.25 + .765 x A2.

The difference is:qualitatiVely_dhlike that for Listening Comprehen-

sion, however. Returning students with pretest scores of 30 and 50 would.

be predicted to achieve posttest scores of 36.2 and 53.7, respettively;
6



C.3

New students with the same pretest scores would.be expected to reach
average posttest scores of 34.2 and 49.5.

In this case, returning students gain from two to four more raw-score
points than do new students, partly offsetting the lesser gain observed
for Listening Comprehension scores.

Finally; the Reading Comprehension and Vocabulary scores and
constants for the returning students are given in Tables C-9 and C-I0.

The resulting prediction equation is

C3 8.17 + .903 x A3. This is almost identical to the

equation for the total group:

C3 = 926. + .889.x A3.

Returning students with Reading Comprehension and Vocabulary pretest
scores of 30 and 50 would have pfedicted scores of 35.3 and 53.3,
respectively, as compared to predicted scores of 35.9 and 53.7 for new
students with the same pretest scores.

Comparison of the pretest-posttest relationships for returning
students' with those for new students has revealed that although slopes
are identical for total test scores, and the lower total raw gain for

returning students is not practically important, this total test-score
pattern holds only for the Reading Comprehension and Vocabulary subtest.
In Listening Comprehension, returning students with a given pretest score
gained substantially less than did new students with the'tame score, While
in Structure and Written Expression, returning students, gained more than

did new students.

If statistical tests of significance are desired for these differ-
ences, or for differencet arising from the comparison of data from two or

more different curricula or from,tWo cr more different semesters, the

SPSS ANCOVA analysis offers a convenient method. ANCOVA uses one or more

predictors (covariates) in regression equations to explain as much of the

posttest variance as possible. The "leftover" or residual variance that
cannot be explained by such covariates as pretest score, years of language

study, or language group is then subjected to traditional analysis of

variance. This procedure compares the variance among group means with the
reSidual variation within groups to estimate the probability that observed
group differencet could have occurred by chance. The resulting "F"
statistic has a probability distribution that depends on the number of

groups and on the number of individualt within groups; An important

assumption of the classical analysis of variance is-that regression lines

are parallel within groups. Although we have seen 'that the observed
regression lines for new and returning students are not strictly parallel

for subtests 1 and 2, the lack of parallelism is not significant and does

not violate the.parallelism assumption seriously.
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Table C-11 shows the firSt page of output of an SPSS ANCOVA analysis

using two groups: the 68 new students of our earlier analyses, and the 30

returning students;

The input format card has been changed to read column 79 of card 1;

in which- returning students are coded with the number 1. The variable

liSt card has been changed by adding a variable."RET," which is 1 for

returning students and 0 Otherwise;

The first analysis request Card, .

ANOVA CTOT BY RET(0,1) WITH ATOT,

asks for an analysis of covariance with total posttest score CTOT as the

dependent variable, RET as the group identification code, and pretest ATOT

as the covariate. Table C-12 shows the CTOT means and numbers of the

total sample and of each subgroup; Table C-13 gives the analysis of

covariance results for the total test scores;

Althoughthe covariate; ATOT, predicts a highly significant propor-

tionof the variance'of the total posttest scOre(F= 283;88; probability

Of_this large a value by chance let6than .0005), the main effect of

returning status predicts very little of the'poatteat variance (F = 1.39;

a- value that could be observed by chance in alMost one in four cases);

The total variance explained is significant, but only because of the

contribution of the covariate, Thus the statistical test confiI__; the

judgment based_oh the comparison of.regression lines: returning status

does not significantly influence language growth predictions in this

sample. Table C,-14 gives the estimated unadjustedposttest differencet,

with the new group 1.4 points below the grand mean and the returning

group 3;16 points above the grand mean, and theadjustedcontrasts after

taking the pretest into account, reversed to show a 5.46 -point negative

weighted effect for returning students and a 2.'41-point_positive weighted

effect for new students; These effectt are-weighted by the number of

Cases tosum to zero (68 x 2.41 - 30 x 5.46 = 0).

As we have noted, this effect is not statistically significant.

.

Analysis of tovatiaate_is not restricted to a single covariate.

Table C -15 gives the control tardS for analysis of covariance using both

the pretest and the reliability test as predictors; One could also use

years of prior English study or a code for nativelanguage group (e;g.,

for Indo - European; 1 for non-IndoEUropean) as additional predictors; One .

could not use months of English study in the U.S.- as a covariate, since

it would be confounded with new/returning status and would explain away

the very effect that we wish to study;

Table C-16.repeats the means for the two groups, and Table C-17 gives

the analysis of covariance table. We note that both covariates contribute

significantly to predicting the posttest, with BTOT, being closer in time

to the posttest; contributing more unique predictive power than does ATOT,
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although their common componehti F = 203.57, carries the burden of the

prediction. The addition of BTOT as a covariateeffectively wipes out any

effect after the first'week of returning status (F = 00, prObability = 1).

The contrasts in Table C-18 show that the adjusted mean differences have

dropped to a negligible .13 (-.30) = .43 points.

'Table C-19 giVeS the control cards for the Single-covariate analysis

of the Listening CoMprehettiOn subtest, Table C-20 the means, and Table

C -21 the anaiysis of variance_ table. _Here again; the statistical test

partly confirms our intuitive judgment. The effect of_xeturning status on

Listening'Comprehension is statistically significant (p =;015). Table

C-22 shows a covariance-adjusted effect of .79 - (-1.79) = 2.58 points in

favor of new students; Adding the reliability test-B1 as an additional

covariate, howeVer (Tables C -23 to C-26), makes the effect of tevvs;

returning_ttatUS drop to statistical insignificance (p = .279), With an

adjusted effett (Table C-26) of only .98.

The analyses of_the Structure and Written Expression subtest coMprise

Tables C-27 to C-34. Using A2_as a covariate; the effect of group
(returning vs. new) is not significant (F=;297;p = .587), and the
estimated effect size is only .59 points (Table C726); Adding B2, the

reliability test; as an additional covariate drops the value of F to .052

(p - .819), and reduces the estimated effect to a negligible .19.

Tables C-35 to C-42 give the analyses for the Reading Comprehetsidt

and Vocabulary subtests. As was noted by comparing regression lines,

differences ate Slight, and neither the analysis with pretest only

as covariate (F = .888, p =_.348)_nor that with both pretest and relia-

bility tests as covariates (F = .092, p = .763) approaches statistical

significance;

The analysis of covariance thus offers a convenient test of group

differences; with considerable increase in power afforded: by xising

covariates to remove what would otherwise have been "error" variance;

It should be kept in mind that the analysis of covariance_preSUpposes

random assightett to groups, however, and is not capable of correcting

for preexistitg differences among groups selected on some ability-

correlated criterion. In cases in which the assumption of parallel

within-group regression lines is violated; generalizations of analysis

of covariance, which fit a group-by-pretest interaction to the data

(Ragosa; 1981), may be considered.

It comparing different groups, it is important to_chetk for differen-

tial attrition; If subjects have dropped out of both groups before

posttesti it is necessary to check that the pretest scores 'of -those who

left each group are comparable; If they are not, some cause of dropping

out, linked to test scores, -may have been operating, and any difference

in outcome maybe attributable to this differential dropout rather_than

to some positive characteristic of the program; The classical example of

this is the teacher who says, "you, you, and you, stay home tomorrow," on

the day before the posttest, but more subtle influences may operate to

produce a similar result;
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Concluding Note

It should' be stressed that we have not attempted to estimate

diffeting_truegain scores for individual students with the same pretest

scores. The difficulties inherent in that task can (and have) filled a

book.(Harria, 1963).

Rather, we have followed the recommendations of.Cronbach and Furby

(1970); who point out_that the correlational question, "What kinds of

individuals grow more?" can be answered without estimating true gain

Stores for individuals, but is beat approached by studying predicted

scores.

Neither did we adopt the point of view that since measurement. scales

may be arbitrarily ,

stretched, only Changes uncorrelated with pretest

("structural changes ")_ qualify as "real" Change. Ftit example; if every

student were to gain 10 percent from his or'her pretest level; posttest

scores would u)rrelateperfettly with pretest scoresi' but we would still

claim that change had taken place, and that initially high-scoring

Studentshad_gained more than had initially low-scoring stddents. This

interpretaticn amounts to assuming that units of the TOEFL scale are

meaningful to users in behavioral terms.

Good luck with your analysis, and please communicate any probletha or

suggestions for clarification to tits author.
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SPSS BATCH SYSTEM

SPSS FOR 0/360, VERSION M. RELEASE 9.0, JUNE 10, 1981

CURRENT DOCUMENTATION FOR THE SPSS BATCH SYSTEM

ORDER FROM MCGRAW-HILL: SPSS, 2ND ED; (PRINCIPALTEXT)._ ___,_ORDER FROM SPSS INC.:

,SPSS UPDATE 7-9 (USE WiSPSSaND FOR REL. 7. 8. 9)

SPSS POCKET GUIDE1 RELEASE 9

SPSS PRIMER (BRIEF INTRO TO SPSS)

DEFAULT SPACE ALIOCATIOr:, ALLOWS FOR;,, 102 TRANSFORMATIONS

WORKSPACE 71680 BYTE,,, 409 RECODE VALUES + LAG VARIABLES

TRANSPACE 10240 BYTES 1641 IF /COMPUTE OPERATIONS'

Table

08/11/61 PAGE 1

SPSS STATISTICAL ALGORITHMS

KEYWORDS:,THE SPSS INC, NEWSLETTER

1 RUN NAME LANGUAGE GAIN ANALYSIS

, 2 VARIABLE LIST AI,A2.ALATOT,11142,133,BTOT.C1,C2,C3,CTOT

3 INPUT MEDIUM CARD

4 INPUT FORMAT FIXED(4L3F2.0,IF3.0/4X,3F2,0,1F3.0/4X,3F2,0,1F3.0)

ACCORDING TO YOUR INPUT FORMAT, VARIABOS ARE TO iE READ AS FOLLOWS

VARIABLE

Al

A2

AI

ATOT

BI

P?

83

BTOT

CI

C2

C3

CTOT

FORMAT

F 2. 0

F 2; 0

F 2; 0

F 3. 0

F 2; 0

F 2, 0

F 2. 0

F 3, 0

F 2. 0

F 2; 0

F 2. 0

F 3. 0

RECORD

2

2

2

2

3

3

3

3

. COLUMNS

5- 6

7- 8

9- ID

11- 13

.5- .6

7-' 8

9- 10

II- 13

7- _8

9- 10

11- 13 '14

THE INPUT FORMAT PROVIDES FOR 12 VARIABLES, 12 WILL BE READ

IT PROVIDES FOR 3 RECORDS ('CARDS') PER CASE. A MAXIMUM OF 13 'COLUMNS' ARE USED ON A RECORD,

5 N OF CASES 30

6 PEARSON CORR Al TO CTOT

7 OPTIONS 5

8 STATISTICS 1

***m* PEARSON CORR PROBLEM REQUIRES 3168 BYTES WORKSPACE *****

9 READ INPUT DATA
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LANGUAGE GAIN ANALYSIS

Table C=2

08/11/81 PAGE 2

0

FILE NGNAME (CREATION DATE = 08/11/811,

VARIABLE CASES , MEAN STD DEV

Al 30 47;4667 5.2110

A2 30 37,3000 5.0182

A3 38;2000 6,3594

ATOT 30 -409;9333 48;0423

BI 30 46.4667 6.9765

B2 30 40.4333 5.6793

B3 30 39.4333 7.0987

BTOT 30 421.1333
)

57.9784

CI ,30 ; 51.3333 5.3584

C2 30 42.5667 5.9982

0...' 9 30 42.6667 6.3698

CTOT 30 458.500.0 48;9008
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LANGUAGE GAIN ANALYSIS

Table 643

08/11/81 PAGE 8

FILE NNAME (CREATION DATE 1 08/11/81) 0

5CATTERGRAM OF (DOWN) CTOT JACROSS) ATOT
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LANGUAGE GAIN ANALYSIS

STATISTICS..

CORRELATION (R)-

STD ERR OF EST -

PLOTTED VALUES -

I 0

08/11/81

0.82651 R SOARED 0.68312 SIGNIFICANCE -

28.01475 INTERCEPT (AI - 113.63204 SLOPE (I1) -

30 EXCLUDED mus-
MISSING VALUES -

1******N*1 IS PRINTED IF A COEFFICIENT CANNOT BE COMPUTED.

9

Table C-4

PAGE

121
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LANGUAGE GAIN ANALYSIS

Table C-5

08/11/81 PAGE 13

FILE NONAME (CREATION DATE = 08/11/81)

SCATTERGRAM OF (DOWN) CI (ACROSS) Al

22.50 27.50 32.50 37.50 42.50 47.50 52.50 57.50 62.50 67,50

70,00

,65.00

1

60.00 +

A
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50.00

I

45i00 +

1 I *

I*
I I*

40.00 +

,I

35.00 +

,1

30,00 +

1

I

25.00 +

1

20.00 14.

.00 25.00 30.00 35,00 40.00 45.00 50.00 55.00 60,00 65,00 70.00

122 it

I , +' 70.00

I I

I I

I I

65.00

I I

I I

I I

I I

I \ 4 60,00

I \

I I

*

* I I

55,00

* if 3 I

*-*
3 * I

I I

50;00 ,

I I I

I I

I I

I I
45;00

I I

I I

I I

I I

40,00

I I

I I

I I

I I

I I

I I

I I

I I

I I

I I

I I

I I

I I

I 1

I I

I I

I I

I I

I
35,00

1

30.00

25.00

1

1

:20,00



Table C-6

LANGUAGE GAIN ANALYSIS
08/11/51 PAGE 14

STATISTICS;;

CORRELATION (R)- 0.77719 R SQUARED - 0.60403 SIGNIFICANCE 0.00000

STD ERR OF EST - 3:43153 INTERCEPT (A) - 13.39855 SLOPE (B) - 0.79919

PLOTTED VALUES - 30 EXCLUDED VALUES- 0 MISSING VALUES - 0

1/mori-**0 IS PRINTED IF A COEFFICIENT CANNOT BE COMPUTED.
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LANGUAGE GAIN ANALYSIS

Table C-7

08/11/81 PAGE 18

FILE NONAME (CREATION DATE ; 08/11/81)

1CATTERGRAM OF (DOWN) C2 [ACROSS) A2 __

22.50 27.50 32.50 37.50 42.50 47.50 52.50 57.50 62.50 67,50

70.00 + I I + 70.00

I I I I

I I I I

I I I I

I I I
1

65,00 + 1 I + 65.00

1 I I I

I I I I

I I 1 I

I I I I

60.00 + I I + , 60.00

I
I

I I

I I * 1 I

I I I 1

I I I I

55.00 + I I + 55.00

1 I I I

I A 1 I

50.00 + I I , + 50...00

I 1 * I I

I I I I

I I * I I

I I * I I

45.00 + * * 1 2. * I + 45,00

I I* I I

I I* 2 I I

I
I * * I I

I I I I
,

40.00 '+ * A 1 I + 40;00

I I I I

I * * I I I

I- I

I * * * I I I

35.00 + * I + 35.00

I I I I

I 1 1 I-

I * I I I

I I I I

30.00 + * r 1 ± 30,00

1
I I

I I I I

I I I 1

1
I t I

mop + I 1 + 25.00

I I I I

I I I I

1 I I I

I I I
.

I

20,00 + 1 I + 20.00

20.00 2540 30.00 35.00 40.00 45.00 5em 55 00 60.00 65.00 70.00

12 6



Table C-8

LANGUAGE GAIN ANALYSIS

0641/61 PAGE 19

ATISTICS.,

CORRELATION (R)- 0.73192 R SQUARED 0.53571 SIGNIFICANCE - 0,00000

STD ERR OF EST - 4.15945 INTERCEPT (AI - 9.93491 SLOPE a) - 0.87485

PLOTTED VALUE:, 30 EXCLUDED VALUES- 0
MISSING VALUES - 0

1**AMONI IS PRINTED IF A COEFFICIENT CANNOT BE COMPUTED.

el 4
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Table C -9

LANGUAGE GAIN. ANALYSIS

FILE NONAME (CREATION DATE = 08/11/31)

SCATTERGRAM OF (DOWN) C3

22..50 27:50 32 50

70.00 +

37.50 42.50

(ACROSS) A3

47;50 52;50

08/11/81 PAGE 23

57;50 62;50 67:50

70.00

I

65.00 +
65,00

I

I

I

6pAo
I,

I *

60.00

I

55.00 + 55.00

50.00 + 50.00

I

45;00 + I * 45.00

2

*

I

.40.00 ; 40.00

4 I

I

2 -r

35.00 35.00

I I

I

30.00 + 30.00

I

I

25.00
I 25.00

I I

I

20.00 + I 20.00

20,00 25.00 30.00 35.00

130
40,00 45.00 50.00 55.00 60.00 65.00 70.00

ql



Table C,=,10

LANGUAGE GAIN ANALYSIS
08711741 PAGE, N.

STATISTICS.,

CORRELATION (R)- 0.90148

t

i SQUARED 0.81267

,

SIGNIFICANCE :- 0.00000

, STD ERR OF EST 2.80576 INTERCEPT (A) - 8.17332 SLOPE (B) - 0.90297

PLOTTED VALUES 30 EXCLUDED VALUES- 0 MISSING VALUES - 0

t*******0 IS PRINTED IF A COEFFICIENT CANNOT BE COMPUTED.

.

'
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SPSS BATCH SYSTEM

Table C-11

,06/17/81 PAGE 1

SPSS FOR OS/360, VERSION MI RELEASE 9.0, JUNE 10 1981

._CURRENT DOCUMENTATION FOR THE SPSS_ BATCH SYSTEM

ORDER FROM MCGRAW-HILL: SPSS; 2ND ED. (PRINCIPAL TEXT) ORDER FROM SPSS INC.: SPSS STATISTICAL ALGORITHMS

SPSS UPDATE 7-9 (USE W/SPSS12ND FOR REL. 7, 8, 9) KEYWORDS: THE SPSS INC. NEWSLETTER

SPSS POCKET GUIDE, RELEASE 9

SPSS PRIMER (BRIEF INTRO TO SPSS)

DEFAULT SPACE ALLOCATION.. ALLOWS FOR.; 102 TRANSFORMATIONS

WORKSPACE 71680 BYTES 409 RECODE VALUES LAG VARIABLES

TRANSPACE 10240 BYTES 1641 IF/COMPUTE OPERATIONS

4
1 RUN -NAME NEW VS._CONIINUING STUDENT TOEFL ANCOVA

2 VARIABLE LIST 1.1-,A2,ALATOT,RET,B1,112,113,BTOT,C1,C2,C3,CTOT

3 INPUT MEDIUM CARD

4 INPUT FORMAT FIXED(4X,3F210,1F3-.0,65LIFL0Y4L3F2:0-,IFI;014Xi3F2:0,1F3.0)

, .

ACCORDING TO YOUR INPUT FORMAT, VARIABLES ARE TO BE READ' AS FOLLOWS

VARIABLE FORMAT RECORD COtUMNS

Al F 2. 0 1 5- 6

A2 F 2. 0 I 7- " 8

A3 F 2. 0 9- 10

ATOT F 3. t h* 11- 1.3 .

RET F 1. 0 1' 79- 79'

B1 F 2. 0 2 5- 6

B2 F 2. 0 2 7- 5

83 F 2. 0 2 9- 10

BTOT F 3, 0 2 '11- 13

CI F 2; 0 3 5- 6

C2 F 2. 0 3 7- 8

C3 F 2. 0 3 _9- 10

CTOT F 3; 0 3 II- 13

THE_INPUT_FORMAT PROVIDES FOR 13 VARIABLES._ 13.WILL_BEiEAO

IT PROVIDES FOR 3 RECORDS ('CARDS') PER CASE; A MAXIMUM OF 79 'COLUMNS' ARE USED ON A RECORD.

5 N OF CASES 98._

6 ANOVA CTOT BY RET(01) WITH ATOT

7 STATISTICS ALL

'ANOVA' PROBLEM REQUIRES 182 BYTES OF SPACE.

8 READ INPUT DATA

134
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---
NEW VS. CONTINUING 'STUDENT TDEFL ANCDVA

FILE NONAME (CREATION DATE = 08/17/81) ,

1"""""""""" EAPY 11

""t"""
. CTOT

BY RET

*.*****************.***** ***iiiii********

TOTAL POPUtATION

_45534

r 98)

RET

1

453.94 458.50

( 68) ( 30)

F

136

Table C-12

08/1,7/81 P ",OE 2
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NEW VS. CONTINUING STUDENT TOEFL ANCOVA

FILE NONAME (CREATION DATE s 08/17/81)

#4 ********ANAlYSIS OF VARIANCE**
CTOT

BY PTY
WITH ATOT

** * W * * **** I **** I III I 1 I I I III I I I I # Wilk if

SUM OF

SOURCE OF VARIATION SQUARES DE

MEAN

SQUARg F

SIGNIF

OF F

COVARIATES 260148.063 1 148.063 283.878 0.000

ATOT 260148.063 1 260148.063 281.878 0.000

MAIN EFFECTS 1271.000 1271.000 1.387 0.242

RET 1271.007 1271.007 1.387 0.242

EXPLAINED 261419.063 2 130709.500 142.633 0.000

RESIDUAL 87058.688 95 :916407

TOTAL

COVARIATE

348477.750

RAW REGRESSION COEFFICIENT

97, 3592.554'

ATOT 0;841

98 CASES WERE PROCESSED.

0 CASES ( 0.0 PCT) WERE MISSING.

Table C.43

08/17/81 PAGE 3

139



NEW VS, CONTINUING STUDENT TOEFL'ANCOVA

FILE NONAME (CREATION DATE 08/17181)

* * * MULTIPLE CLASSIFICATION ANALYSIS * * *

CTOT

BY RET_

WITH ATOT

GRAND MEAN : 455.34

VARIABLE + CATEGORY

RET

0

1

ADJUSTED FOR

ADJUSTED FOR INDEPENDENTS

UNADJUSTED INDEPENDENTS + COVARIATES

N DEV'N ETA DEV'N BETA DEV'N BETA:

)..

68 -1.40 2,41

30 3.16

0.04 0.06

MULTIPLE R SQUARED o.75o

MULTIPLE R
0.866

140

TO1e C-14

00/17/81 PAGE 4

141



NEW VS. CONTINUING,STUDENT TOEFL ANCOVA

CPU TIME REQUIRED ;; 0.44 SECONDS

9 ANOVA CTOT BY pm') KITH ATOT;BTOT

IQ STATISTICS ALL

NOVA' PROBLEM REQUIRES 266 BYTES OF SPACE.

142

Table C-15

08/17/81 PAGE 5



VS-,-CONTINUING STUDENT TOEFL ANCOVA

FILE NONAME (CREATION DATE 11 08/17/81)

**************' CELL MEANS **************
CTOT

BY RET

NN * * * * * I * I * * N * * *WIN** Iiiii*************

TOTAL POPULATION

455.34

( 98)

RET

0

453.94 458;50

( 68) ( 30)

Table C:=16

08/17/81 PACE 6 '

144 145



NEW VS; CONTINUING STUDENT TOEFL ANCOVA,

FILE NONAME (CREATION DATE = 08/17/81)

OF VARIANCE** * *00* ***N N N 0 *0000ANALYSIS
CTOT

BY RET

WITH ATOT

BTOT

N N * * * * * * N * * N #* * * N * N * * * * * N * * N N N N M ik N N 11

_SUM_OF __MEAN SIGNIF

SOURCE OF VARIATION SQUARES OF SQUARE F OF F

.COVARIATES 283109.875 2 141554.938 203.570 0.000

ATOT 3282.492 1 3282.492 4,721 0.032

BTOT 22961.793 1 22961.793 33,021 0.000

MAIN EFFECTS 3,750 1 3.750 0.005. 0.942

RET 3.745 1 3.745 0,005 0.942

EXPLAINED 283113.625 3 94371.188,135,715 0.000

RESIDUAL 65364.125 94 695.363

TOTAL 348477;750 97 3592;554

COvARIATE RAW REGRESSION COEFFICIENT

ATOT 0.245

BTOT 0.616

98 CASES WERE PROCESSED.

0 CASES ( 0.0 PCT) WERE MISSING.

N

J

146

Table C-17

08/17/81 PAGE 7



NEW VS. CONTINUING STUDENT TO[FL ANCOVA

FILE 'NONAME (CREATION DATE = 08/17)811

if if muLT_I_PLE CLASSIFICATION ANALYSIS W

CTOT

BY RET

WITH 4101

BTOT

* ,14 JO * * * X X * If * * * * * * N* * * * * if If it If it If * it

GRAND MEAN = 455.34

VARIABLE CATEGORY

ADJUSTED FOR

ADJUSTEP FOR INDEPENDENTS

UNADJUSTED INDEPENDENTS COVARIATES

DEV'N ETA DEV'N BETA DEV'N BETA

RET

0
, 68 -1.9

30 3.16

0,04

0.4

-0.3O

0,00

MULTIPLE R SQUARED
Q.0.?

MULTIPLE R
0 901

148

Table C48

08(17/01, PAGE 8

J 149



NEW VS, CONTINUING STUDENT TOEFL ANCOVA

CPU TIME REQUIRa.. 0.28 SECONDS

II ANOVA CI BY RET(0;I) WITH

12 STATISTICS ALL

\

'ANOVA' PROBLEM REQUIRES 182 BYTES OF SPACE; 1

10

Table C=19

08/17/81 PAGE 9

1.

C

F.



NEW VS, CONTINUING STUDENT TOEFL ANOVA

FILE NONAME (CREATION DATE 1. 08/17/811

* * * * * * * . CELL MEANS
Cl_

89 RET

* * * * I( * * *1

* * * * * * * 0 * * 0 * * * * 0 if 0 0 0 0 * 0 0 * N N * N I( N N * N N * *

TOTAL POPULATION

_ 51,3'1

( 981

RET

I

51.29 51.33

( 68) t 30)

152

Table C-2()

08/17/81 PAGE 10
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NEW VS; CONTINUING qTAENT TOEFL ANCOVA

FILE NONAME (CREATION DATE 1. 08/17/81)

* * * * * ***_**ANALYSIS OF VARIANC
Cl

BY RET

WITH Al

* 0 * 0 * * 0 0 0 *

SUM OF MEAN SIGNIF

SOURCE OF VARiATION SQUARES OF SQUARE F OF F

COVARIATES 1985.384 1 1985.384 94.214 0.000

Al I985;384 I I985;384 94214 0.000

MAIN EFFECTS 129.468 1 129.468 6.144 0.015

RET 129.468 1 129.468 6.144 0.015

EXPLAINED 2114.852 2 1057.426 50.179 0.000

RESIDUAL 2001.948 95 21.073

TOTAL 4116.801 97 42.441

COVARIATE RAW REGRESSION COEFFICIENT

Al 0;650

98 CASES WERE PROCESSED.

0 CASES ( 0.0 PCT) WERE MISSING.

154
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table C-21

08/17/81 PAGE 11



table C-22

NEW VS. CONTINUING STUDENT TOEFL ANCOVA
08/17/81 PAGE 12

FILE NONAME (CREATION DATE = 08/17/81)

MULTIPLE CLASSIFICATION ANALYSIS * **

CI

Of RET

WITH AI

* * * * * 0 # 0 0 * * * * * * * * * * if * * * * * * * I I 04 * * *

GRAND MEAN g 51.31

VARIABLE 4 CATEGORY

ADJUSTED FOR

ADJUSTED_FOR INDEPENDENTS

UNADJUSTED INDEPENDENTS I. MARIAM

DEV'N ETA DEV'N BETA DEV'N BETA

RET

0
64 4.01

1
30 0.03

0.00

MULTIPLE R SQUARED

MULTIPLE R

6

0.79

-1.79

0.18

0.514

0.717

157



NEW VS. CONTINUING STUDENT TOEFL ANCOVA

CPU TIME REQUIRED.. 0.25 SECONDS

13 ANOVA RET(O;1) WITH A181

14 STATISTICS ALL

'ANOVA' PROBLEM REQUIRES 266 BYTES OF SPACE,

1.5 8

Table C43

08/17/81 PAGE '13

1 r
ILIZ1 ,



NEW VS; CONTINUING, STUDENT TOEFL ANCOVA

Fit i NONAME (CREATION DATE = 08/17/817

* ,* * * 4 * * *fit CELL MEANS * * * * * * * * * * * *

Cl_
BY RET

TOTAL POPULATION

51,31

98)

RET
1

51,29 51;33

68) ( 30)

160

Table C-24

08/17/81 PACE .!4

161



NEW VS. CONTINUING STUDENT TOEFI ANCOVA

FILE NONAME (CREATION DATE = 08/17/81)

* k k * *****ANALYSIS OF; VARIANCE**********
CI

BY RET

WITH Al

BI

Table C-25

08/17181 PAGE 15

* N *

SOURCE OF VARIATION

N * * N * 0 * *

SUM OF

SQUARES

* * N

DF

-W 4 * *.*

MEAN

SQUARE

«,..

* * * *

F

* * *

SIGNIF

0; F

COVARIATES 2727.258 2 1363.629 93.412 0.000
Al

29.455 1 _29.455 2.018 0.159
81

*
741.874 1 741.874 50.820 0.0011'

MAIN EFFECTS 17.336 17.336 1.188 0.279
RET 17.337 17.337 1.188 0.279

EXPLAINED 2744.594, 914.865 62.671 0.000

RESIDUAL 1372.206 94 14.598

TOTAL 4116.801 97 42.441

COVARIATE RAW REGRESSION COEFFICIENT

Al

B1

0.130

0.664

98 CASES WERE PROCESSED.

0 CASES ( 0.0 PCT) WERE MISSING',
A



NEW VS. CONTINUING STUDENT TOEFL ANCOVA

FILE NONAME (CREATION DATE F 08/17/81)

* * * MULTIPLE CLASSIFICATION ANALYSIS 40*

CI

BL RET
WITH Al

BI

* * * * * 4 * * * * * * * * * * * * * * * *

GRAND MEAN : 5N1

VARIABLE + CATEGORY

Table C-26

08/17/81 "PAGE 16

/-
ADJUSTED FOR 7'

ADJUSTED FOR INDEPENDENTS' J/

UNADJUSTED INDEPENDENTS + COVARIATES

N DEV'N ETA DEV'N BETA : DEV'N _BETA //

RET

0
68 -0.01

0:30

30 0.03
-0.68

0.00
LOT

MULTIPLE' R SQUARED

MULTIPLE R

0.667

0.817

164 165



NEW VS, CONTINUING STUDENT TOEFL ANCOVA

CPU TIME REQUIRED., 0,27 SECONDS

\v 15 ANOVA C2 BY RET(Oil) WITH A2

16 STATISTICS ALL

'ANOVA' PROBLEM REQUIRES 182 BYTES OF SPACE;

166

Table C=27

08/17/81 PAGE 17

1 6f. 7



NEW VS. CONTINUING STUDENT TOEFL ANCOVA

FILE NONA$E (CREATION DATE = 08/17/81)

* * * * * * it CELL MEANS **it** * * * * * *

C2 .

8V RET

* x * * * * * * * * it * * * * * * * * )1 * * * it * 14 * * * * if

TOTAL POPULATION

42.49

( 98)

RET

42.46 42.57

68) ( 30)

168

Table C=28

08/17/81 PAGE 18



NEW VS. CONTINUING STUDENT TOEFL ANCOVA

fiiLE NONAME (CREATION DATE = oeaual)

o o p!otio 4p6NALYSIS OF VARIANCE* * * * * * * * *
C2

__BY RET

WITH A2

X 4 4 4 ******************Iiii******P*

O/17/BI

SUM OF MEAN SIGNIF
SOURC,. OF VARIATION SQUARES OF SQUARE F OF F

COVARIATES 2889.447 2685.447.172.418 0.000
A2 2889.447 2889.47172.418 0.000

MAIN EFFECTS 4.972 1 .972 0.297 0.587
RET 4.972 1 4.972 0.297 0;587

EXPLAINED 2894.419 2 1447.209 86.357 0.000

RESIDUAL 1592.046 95

TOTAL 4486.465 97 46.252

COVARIATE RAW REGRESSION COEFFICIENT

A2 0.742

98 CASES WERE PROCESSED,.

0 CASES ( 0.0 PCT) WERE MISSING.

Table.C-29

PAGE 19



_

NEW VS; CONTINUING STUDENT TO61. ANCOVA
08/17/8I PAGE 20

FILE NONAME (CREATION DATE = 08/I7781)

* 1.* MULTIPLE CLASSIFICATION ANALYSIS. * **

Cl_

BY RET

WITH A2

N If * N if * ik * N k * * N * N k* if N N If bF * If If N** i * * * N NNX if aF

GRAND MEAN 4 42.49

VARIABLE CATEGORY

RET

0

ADJUSTED FOR

ADJUSTED_FOR INDEPENDENTS'

UNADJUSTED INDEPENDENTS + COVARIATES'

DEV'N ETA DEV'N BETA DEV'N BETA

68 -0.03

30 0.08

041

-0,15

0;34

0;03

MULTIPLE R SQUARED
0;645

MULTIPLE R
0;803

ca

rn



NEW VS; CONTINUING STUDENT TOEFL ANOVA

1.

CPU TIME REQUIRED ;; 0;24 SECONDS

17 ANOVA C2_17 RET(Oil) WiTN A2A2

18 STATISTICS ALL

'ANOVA' PROBLEM REQUIRES 266 BYTES OF SPACE;

00/17/81

Table C41

PAGE 21



NEW VS. CONTINUING 5TUDENyOEFL ANCOVA

FILE NONANE (CREATION DATE s 08/17781/

**1141111011 CELL MEANS MIf NlVktlit # #rtr )1

C2

BY RET

TOTAL POPULATION

42;49

98I

RET

0

42.46 ,42,57

I 60) ( 30)

a.

,76

, 8 e

op vial 'PAGE 22-

pat

177

S



NEW VS. CONTINUING STUDENT TOFF!. ANCOVA

FILE NONAME (CREATION DATE 08/17/81)

** ""10140 **'ANALYSIS OF VARIANCE**********

Table C-33

08/17/81 PAGE 23

_BY RET

WITH Al

Si

SUM OF . MEAN SIGNIF

SOURCE OF VARIATION SQUARES OF SQUARE F OF F

COVARIATES 3113,693 2 1556.846 106.664 0.000

Al 553.634 I 553.634 37.931 0,000

B2 224.246 I 224.246 15.364 0.000

MAIN EFFECTS 0.766 1 0.766 0.052 0.819

RET 0.766 1 0.766 0.052 L(.819

EXPLAINED 3114,459 3 1038./53 71.127 0.000

RESIDUAL 1372.006 94 14.596

TOTAL 4486,465 97 46.252

COVARIATE RAW REGRESSION COEFFICIENT

A2 0,A0

82 0.316

98 CASES WERE PROCESSED,

OCASES(0,0PCT) WEREJUWA,

178



Table C-34

IN', VS. CONTINUING STUDENT TOEFL ANCOVA
08/17/81 PAGE 24

/

FILE NONAME flEATION DATE = 08/17/81)

MULTIPLE CLASSIFICATION ANALYSIS *

C2.

BY__ RtT

WITH A2

82

* N *****i******************Mil****0* A*

GRAND MEAN = 42,49

VARIABLE + CATEGORY

ADJUSTED

ADJUSTED FOR ICPENOENTS

UNADJUSTED INDEPENDENTS + COVARIATES

H DEV'N ETA DEV'N BETA DEV'N BETA

RET _

0
68 -0.13

30 0.08

0.01

MULTIPLE R SQUARED

MULTIPLE R

-C.06

0.13

0.0:

0;694

0.833

180 181



WEW VS. CONTINUING STUDENT TOEFL ANCOVA

CPU TIME REQUIRED.. 0.27 SECONDS

19 ANOVA C3 BY RET(Oil) WITH A3'

20 STATISTICS ALL

'ANUVA' PROBLEM REQUIRES 182 BYTES OF SPACE.

182

Table C-35

08/I7/81 PAGE 25



NEW VS; CONTINUING STUDENT TOEFL ANCOVA

FILE NONAME (CREATION DATE = 08/.17/81)

* * * * * * * *** * CELL MEANS
C3,

B? RET

TOTAL POPULATION

42.52

910

RET

0 1

42.46 42.67

C 68) ( 3V)

Table C-36

08/17181 PAGE 26
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NEW VS. CONTINUING STUDENT TOEFL ANCOVA

FILE NOME (CREATION DATE 2 08/17/81)

0*iiii;ANALYSIS OF VARIANCE * * * * * * * * * I

Table C-37

08/17781 PAGE 27

C3 .

4Y' RET"

7.1) A3

*11 * * * * * * * * * * * * * *

SUM OF

M * X * *,* ************

MEAN SIGNIF

SOURCE OF VARIATION SQUARES DF SQUARE F OF F

COVARIATES 3348.730 1 3348.730 219,678 0,000

A3 3348.730 1 3348330. 219,678 0.000

MAIN EFFECTS 13.539 1 13.539 0.888 0.348

RET 13.539 1 13.539 0.888 0.348

EXPLAINED 3362,269 2 1681.135 110.283 0.000

RESIDUAL 1448.160 95 15.244

TOTAL 4813.430 97 49.592

COVARIATE RAW REGRESSION COEFFICIENT

3 0.889

98 CASES WERE PROCESSED,

.0 CASES ( 0.0 PCT) WERE MISSING.

166
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NEW VS; CONTINUO STUDENT TOEFL ANCDVA

FILE NONAME (CREATION DATE = 013/1M1:4

* * MULTIPLE
C3_

BY RET

WITH A3

* * * * * * * * * * * 444444404W44044444#k4 ********

GRAND MEAN .42.52

VARIABLE + CATEGORY

ADJUSTED FOR

ADJUSTED FOR INDEPMENTS

UNAUJUSJED INDEPENPENTS 4 ,:r,Vk7J,ATES ;

N -DEV'N ETA DEV'N TI c BETA

RET

0 68 0.06 0,25

1 30 0.16 -0.56

0,1)1 0.05

MULTIPLE SQUARED

MULTIPLE R

/

188

0.699

0.836

Table C-38

OU/1741 PAGE 28

't,



NEW VS, CONTINUING STUDENT TOEFI ANCOVA'

CPU TIME REQUIRF5,, 0.24 SECONDS

21 ANOVA 0 BY REM,) WITH A3;83

STATISTICS ALL

'iNOVA' PROBLEM FEWIRES

I

190

266 BYTES OF SPACE;

'Table C-39
4
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NEW VS; CONTINUING STUDENT TOEFL ANCOVA

FILE NONAME (CREATION DATE = 08/17/81)

**************

BY RET

* * I * * M I * *

TOTAL POPULATION

42.52

( 98)

RET

0 1

42.46 42;67

( 68) ( 30)

CELL MEANS ,*mm mom * mom im*

M * * * * * * * * * * * *

192

Table C-40

08/17/81 PAGE 30

193
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Table C-41

NEW VS. CONTINUING STUDENT TOM ANCOVA 08/17/81 PAGE 31

FILE NONAME ;ICREATION DATE = 08/17/81)

*.* * in***ANALYSIS OF VARIANCE**********
_ C3_

BY RET

WITH A3

;),

63***1***ii******w*** 3F * * * * * * 3t * * # * & # if

SOURCE OF VARIATION

Ul Of MEAN SIGNIf

04q% OF MARE r OF F

COVARIATES ..:01112 2' 1960.421 207.351 0.000

Al ?' 1 84.767 8.966 0 004

B3 SV2A.1 .4 572.112 60.512 0.000

MAIN EFFECTS 0;865 1 0;865 0,092 0;763

RET 0.865 1 0.865 0.092 0.763

EXPLAINED 3921.707 3 117.236 138.266 0.000

RESIDUAL 888;722 94 1;454

TOTAL 4810.410 97 49,592

COVARIATE RAW REGRESSION COEFFICIENT

A3 0.275

83 0.653

98 CASES WERE PROCESSED;

0 CASES f 0.0 PCT) WERE MISSING.

4



NEW VS. CONTINUING STUDENT TDEFL ANC6VA

FILE NONAME (CREATION DATE 08/17/81)

* * M U'L TAPCE CLASSIF/CATIONANALYSIS * * *

BY RET

WITH A3

83 -

**************40*4* P *.*****011***********

GRAND MEAN : 42,52
ADJUSTED FOR

ADJUSTED FOR INDEPENDENTS

UNADJUSTED INDEPENDENTS + COVARIATES

VARIABLE + CATEGORY N DEV14 ETA DEV'N BETA DEV'N BETA

RET

0
68 -0.06

-0.06

30 0.15 0.14

0.01
0.01

MULTIPLE R SCORED

MULTIPLE R
0;903

196

' Tab4 ,C=42

'08/17/81 PAGE 12

197



4EW VS. CONTINU NG STUDENT TOEFt ANCOVA 08/17/81 PAG 33

CPU TIME REQUIRED.. 0.28 SECONDS

23 FINISH

NORMAL END OF JOB.

23 CONTROL CAUS WERE P'ROCESSED.

0 ERRORS WERE DETECTED,
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